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Meeting the 21* Century International Demands on

Writing: Mathematics
L. Radhakrishna
U.GC. Center for Advanced Studies, Dept of Mathematics,

Bangalore University, BANGALORE 560001
Email : Ickwmr@gmail.com

Abstract

We address the two contemporary international demands — professionalism (2000) and explicit
principles (2002) — for a good mathematics exposition. We combine the two demands and investigate the
explicit principles of professional writing: Mathematics. At the outset, we cite the characteristics of
(i) professionalism (i) principles. We claim that professionalism is essentially elegance, euphony, and etiquettes
in writing. We report one principle for each of (i) elegance (ii) euphony, and (iii) etiquettes in mathematical
writing. We demonstrate how one principle can be illustrated at high school, college, and university levels.
This ensures the universality—a distinguishing quality— of a principle.

Recently the first book on principles of professional mathematical writing was published [Radhakrishna
2013]. It lists 142 principles (on writing), which could be profitably pursued as a handbook Jfor new mathematics

professionals— serious in teaching and research.
1. Introduction
Mathematics-writing progresses along with sophistications in mathematics. As per the Subject Classification
Scheme of American Mathematical Society (2010), there are 63 principal subjects of research and 7000 subsidiary
subjects of research in mathematics. Mathematical writing is classified under the Pﬁncipa] subject 97 (Mathematics
education). The- doubling period for mathematics is 10 years. While mathematics has evolved from a cottage industry
in the 20 century to a world-wide industry— practiced by ‘an army of professionals’ [Sir Michael Atiyah 2000]—

in the 21 ceﬁtury, mathematical writing has not become professional, due to the absence of a guide. ~ Soon after,

“IMS Sponsor Lecture” delivered by Prof. L.Radhakrishna, Bangalore during 26" annual conference of Rajasthan Ganita Parishad.



2] GANITA SANDESH Vol. 27 No. 1,2 ( June, December, 2013)

an additional demand on writing was put forth [R. P. Boas 2002]: There are no explicit principles for good mathematics
composition in the literature. These two contemporary demands— professionalism and principles for the standardization
of mathematics presentation — have prompted the author to investigate explicit principles f proféssional writing

in mathematics.
2. Characteristics of Professionalism and Principles

Professionalism is characterized by (i) passionate pleasantness (ii) ability to take care of minute details (jii)
earning livelihood through authentic services — which need no supervision. The Item (i) needs clarification. Here
pleasantness to professional colleagues is taken care of by efiquettes, which enhance the authenticity of writtén
communication, besides readability and publishability (of research). Pleasantness to listeners implies euphony (in
writing), which promotes amiability of the script — for the pleasantness to the ears of mathematicians— in an
auditorium/ classroom. Elegance in writing facilitates immediacy of comprehension and clarity of the text, ensuring
pleasantness to the eye and the mind of readers.  Essentially elegance, euphony and etiquettes in writing constitute
professionalism in presentation. There is no book catering to these three qualities of writing! In. the 20" century, the
high-priests of writing have not inc[ﬁded these three qualities [Chaundy et al 1954, Halmos 1970, Knuth et al. 1989,
Jerzy Trzeciak .1995, Higham 1998, Krantz 1998, and Swanson et al. 1999].

Principles should be (i) universal (same for all levels: High school, college and university) (ii) succinct (bricf,
clear, and in one sentence (iii) explicit. The discovery of principle based writing is the contemp;orary need for the
researchers/ teachers, in the context of mathematics. Most of the features developed here for the sake of mathematics,
hold good for other science disciplines.

3. Some Principles of Professional Writing: Mathematics

The ‘abbreviation’ of mathematical words:

Statement of the Principle 1 [Radhakrishna 2013]:

Write the abbreviation of a mathematical word

e  without capital |

e In lower case Roman

e  without period at the end.

Examples of professional writing: (i)  Abbreviations at high school level:
. . lim, sin, tan, log, exp. '

(i) Abbreviations at college level:

grad, div, curl , max, dim.
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(iii) Abbreviations at university level:
hom, ker, ext, tor, lim sup.
Exception to the principle: If Log z is the principal value for the complex variable z, and log z the gcnerai
value, then '

Logz=logzt2nmi, (n=12,..,to ).

Casual writing in Indian educational system (text books, research journals):
[1] The various alternatives erroneously used by certain teachers/ authors as abbreviations for ‘limit’ are:
Lt, It, Lim, LmT.

For instance the text prescribed for Class X [AP, 1998] uses ‘Lt for ‘limit’ throughout the book about 200
times! Generations of students are misled about the correct abbreviation! It follows that the high school teachers/
authors have to be helped to distinguish ‘professional writing’ and ‘casual writing’ via orientation courses.

[2] The television lessons on trigononietry broadcast to the nation by Indira Gandhi National Open University,
mention often

Sin?0 + Cos?6 = 1,
which is not correct writing. The correct presentation is gin? 9+ cos26 =1, Many of the compact
discs—commercially produced— contain this mistake.
Abbreviation of words in English

A caution: Abbreviations of words in English literature follow principles, different from the Principle 1 for
mathematics, mentioned above. We are aware that there is no mathematical writing without English and a professional
teacher must respect all the niceties/ rules of the language. A whole chapter in Write Mathematics Right titled
“Syntax” is devoted to English errors in mathematical writing. Two types of abbreviations are prevalent in English:

Type 1 (Contractions): Abbreviations formed from retaining the first letter and the fast letter of the word

Principle of good English writing: (i) keep the first letter capital (ii) no fizl} stop at the end. Example: ‘Dr’ is the
contraction (abbreviation) of ‘doctor’. This profesﬁional demand escapes the notice of staff of many in Indian
universities.  [Similarly ‘Rs’ is the contraction of ‘rupees’, vide Oxford English Dictionary, 10" revised Edition,
Oxford University Press, 2003, Page 1700 in Appendix 8: Guide to Good English]. B

Type 2 (Shortenings): Abbreviations formed from keeping the first few letters of the word: Principle of
good English writing: (i) keep the first letter capital (ii) insert full stop at the end (of the few letters). Example:
“Prof.” is the shortening (abbreviation) of “professor”, and “Dept. of Maths.” Is the correct abbreviation of
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“Department of mathematics™. _
A Principle on Euphony in Mathematical Writing

Principle 2: In a Jﬁathemaﬁcal statement, a condition must appear as fore-thought.

Professional example: If a series is uniformly convergent, we may integrate it term by term.

Casual example: We may integrate an infinite series term by term, if the scries is convergent. [Here the
condition appears as an afterthought].  Look for 14 more such principles, professional/ casual examples in Chapter
4 of Write Mathematics Right.

A Principle on Elegance in Mathematical Writing

Principle 3: For an elegant presentation, display and label important formulae.

Professional writing: Let N, denote the cardinal number of the countable set N = {1,2,3 ...to oo},

Then we have the strange arithmetic

NO +N0=N0 (])
NoNg = N, ... (i)
n+Ny=N,, neN ...(i).

Here Equations (i), (ii). (iii) are formulae in display!

Casual writing: Let N denote the cardinal number of the set N = {1,2,3 ... to o},

Then we have the strange arithmetic Ny + Ny = Ny, NoNo =Ng,n+Ny =N, neN.

Remark : Here “Then we have’ is in display (incorrectly), and all the three formulae are incorrectly presented,
‘in ftext’.

Note: Some authors/ referces/ editors of Indian journals of research papers are not aware of ‘professional
presentations” and consequently at the end of “display’ (in a separate line) of formulas / equations, they do not insist
on “full stops’. One can come across instances where more than 15 full stops are missing on onc page of a thesis/

journal! It is necessary that teachers must be exposed to “professional” writing, right in the beginning of their career.
4. Accomplishments of “Write Mathematics Right”

Three types of presentations are considered in the book “Write Mathematics Right: ... .... ;

. Written presentations (142 explicit principles spread over Chapters 1, 2, 3, 4)
. Oral (Power Point) presentations (5 guidelines on technicalities of typesetting for visibility and legibility
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via Appendix B)
e Print presentations (20 guidelines via Formula Cosmetics and 31 manuscript markings/ proof-correction
symbols— as part of 110 “traffic lights’ in mathematical writing— in Appendixes A and C).
‘ The numbers in brackets ( ) represent the number of accomplishments. Contemporary researchers and
teachers are expected to be sufficiently efficient in all the three types of presentations when one masters 142 + 5 +
51 items of the bulleted list.
. o Appreciation of mathematics (metamathematics, when ‘meta’ means 4bout’) is described with following
topics:

.
L

Humor items (From history and philosophy of mathematics): 150 (see Humor index)

Thrill items (From history and philosophy of mathematics): 250 (See Thrill index)

The three standard philosophies and the latest philosophy of 21* century.

Ten definitions of mathematics from Aristotle to Einstein, including the 21* century definition.

° *
DX > 2

-,
"

5. Obinions on ‘Write Mathematics Right’

British assessment: “Important database” — Alpha Science International (Oxford UK.)
American assessment: “A significant reasoned guidance on reporting of research.”

— American Mathematical Society.
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Abstract

Spatially homogeneous anisotropic Bianchi Type I inflationary scenario for barotropic fluid distribution
with variable bulk viscosity is investigated. To get the deterministic and realistic model, we have assumed p o

3H 2 ¢ a p'? as considered by Barrow (1988) and Gron (1990) where p is the matter density, & the bulk

viscosity, H the Hubble parameter and conservation equation 7:‘; = 0 is taken into account. We find that bulk

viscosity prevents the matter density to vanish. The model in general represents anisotropic universe but at

late time, it isotropizes. The spatial volume increases with time representing inflationary scenario. The energy

conditions as given by Kolassis et al. (1998), Chatterjee and Banerjee (2004) are discussed. The encrgy
condition p + p > 0 is violated due to the presence of scalar field (@) in inflationary universe.

PACS Nos. : 04.20.-q, 04.20.Jb, 04.20. Cv.
1. Introduction

Thé anisotropic models provide a systematic way to obtain cosmological models more general than Friedmann-
Robertson-Walker (FRW) model. But FRW model are unstable near the singularity (Patridge and Wilkinson (1967))
and fail to describe early universe. Therefore, spatially homogeneous and anisotropic Bianchi Type I metric is undertaken
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to study the universe in its early stages of evolution of universe. The existence of anisotropic universe that approaches
the isoiropic phase is pointed out by Land and Magueijo (2005). The matter distribution is satisfactorily described by
perfect fluid due to large scale distribution of galakies in our universe. However, a realistic treatment of the problem
requires the consideration of material distribution other than perfect fluid. This is supported by the fact that when
neutrino decoupling occurred, the matter behaved like viscous fluid in early stages of evolution of universe. Misner
(1967, 1968) studied the effect of viscosity on the evolution of universe and suggested that strong dissipation due to
the neutrino viscosity, may considerably reduce the anisotropy. Anisotropic Bianchi Type I viscous cosmological
models have been investigated by Belinski and Khalatnikov (1976). They pointed out that Bianchi Type I universe
with viscous fluid will approach asymptotically isotropic steady state model. Heller (1978) analyzed viscous isotropic
and anisotropic homogeneous cosmological models in relation to the weak, dominant and strong energy conditions.

Bali (1984, 1985) investigated solutions with viscous magneto hydrodynamic matter sources using the ansatz
€0 = constant. Barrow (1988) has considered a radiation dominated model with constant coefficient of bulk viscosity
and positive spatial curvature. Gron (1990) investigated viscéus inflationary models and pointed out that bulk and
shear viscosities cause exponential decay of anisotropy while non-linear viscosity causes power-law decay of anisotropy.
Zimdahl (1996) investigated that sufficiently large viscous pressure leads to inflationary behaviour. The effect of
viscosity upon the expansion of the universe in an inflationary era has been investigated by many authors viz. Waga
et al. (1986), Padmanabhan and Chitre (1987), Barrow (1987), Lima et al. (1988), Chimento et al. (1997), Maartens
and Mendez (1997), Brevik et al. (2011). The effect of bulk viscosity on cosmological models is also investigated by
Saha (2005), Singh et al. (2000), Bali and Singh (2008), Bali et al. (2012), Ram et al. (2012), Brevik and Gron (2013).

Inflation is the extremely rapid expansion of the early universe by a factor of 107 in volume driven by
negative pressure vacuum energy density. Guth (1981) introduced the concept of inflation while investigating the
problem of why we do not see magnetic monopoles today. He found that a positive energy false vacuum generates an
exponential expansion of space according to general relativity. As pointed out by Guth (1981), inflationary models
provide a potential solution to the problem of structure formation in Rig-Bang cosmology like horizon problem, isotropy
problem, flatness problem and magnetic monopole problems. Inflationary scenario for homogeneous and isotropic
space-time (FRW model) has been studied by many authors viz. Linde (1982), Burd and Barrow (1998), La and
Steinhardt (1989). Rothman and Ellis (1986) have pointed out that we can have solution of isotropic problem if we
work with anisotropic metric that isotropizes in special case. Keeping in view of these investigations, Bali and Jain
(2002), Bali (2011) investigated some inflationary cosmological models for flat potential in Bianchi Type I space-time.
Recently Bali and Singh (2014) investigated LRS (Locally Rotationally Symmetric) Bianchi Type I inflationary model
for stiff fluid distribution with variable bulk viscosity.
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In the present investigation, we have investigated spatially homogencous anisotropic Bianchi Type I inflationary

model for barotropic fluid distribution with variable bulk viscosity. To get the realistic scenario, we have assumed the
barotropic condition p = (y=1)p, 1 Sy <2, p=3H2 Ca pm as considered by Barrow (1988) and Gron (1990)

and conservation equation 7;/,= 0 is taken into account. We find that spatial volume increases with time representing

inflationary scenario. The deceleration parameter (¢) < 0 which shows that the model represents accelerating universe

which matches with the result as obtained by Ricss et al.(1998) and Perlmutter etal. (1999).

2. Metric and Field Equations

We consider spatially homogeneous Bianchi Type I metric in the form
ds? =—dt? +A2dx? +B2dy? +C?dz’ ()

where A, B, C are metric potentials and functions of ¢ alone.
‘Einstein field equation is taken in the form

1
R, _ER B =-T; Q)
(in geometrized unit 871G = 1 =¢)
with
= . 11545
Tij =(p+p)V,V; +Pg; C_,G(gij +vivj)+3i¢aj¢ [2 6p¢8 ¢+V(¢)}gij .3)

and T—_a [\/—5 ‘ﬂ"‘_ (4

where p is the matter density, p the isotropic pressure, G the coefficient of bulk viscosity, 0 the expansion in

the model, g; the metric tensor, v the flow vector satisfying g..viw' =1, ¢ the Higgs field and V the potential.

The Higgs field is an invisible energy field, that exists everywhere in the universe. The ficld is accompanied
by fundamental particle called Higgs-Boson, which it uses to continuously interact with other particles. As the particles
pass through the field, they are endowed with the property of mass.

Einstein field equation (2) together with 3) and (4) for the metric (1) leads to

B C B C h2

];“ + é“ + gc“ =—p+q9—'-bz—+V(¢) o)
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Equation (4) leads to

. (A, B, C\
¢+¢ _4 +_i +_4 = _(_"IX
A B C d¢
3. Solution of Field Equations

Equations (5), (6) and (7) lead to

and B C A

Thus we have

...(6)

(7

...(8)

..(9)

...(10)

..(11)

«{12)

.-(13)



Rajbali / Spatially homogeneous anisotropic Bianchi Type I inflationary ........... [11

Similarly equation (11) leads to

€ 3H
EL_E:A ) ..(14)
B C
A B C '
where f+-§+—ci=3H ...(15)
H being Hubble parameter.
Now conservation equation
TV =0
[THY
lead.sto
2 1y +Z tog =p)T¢ -2 2 g yro 16
at 4’ ot 29t :(16)
Thus we have
A B C B C
ol =L 4—tpd |y + M. ST W+
p+(p p)[A = c) ¢ ¢ ¢[A = C]
B C.)
4 4 4 |_
_C'B[T f+F]_O .(17)

Stein-Schabes (1987) has pointed out that inflation will take place if potentiz! V() has flat region. To find

inflationary scenario, we consider flat region so that V(¢) is constant. Therefore equation (9) leads to

4 B4 C
¢ o+6° T +F =0 ..(18)

To get the deterministic solution, we assume that universe is filled with barotropic fluid distribution

p =(‘y—l)pandp=3H2,§ =a ;:)”2 as considered by Barrow (1998) and Gron (1990). Using the above
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conditions, now equations (17) with (18) and

¢ =~;— p!’?2 (assuming a = %) : 5. (19)
lead to
6HH+9H3(y—%)=0 -.20)
which leads to
&
e -.21)
where
a=+3(3y-1) (22)

Equation (14), (15) and (22) lead to

A B
_‘&4_ _34 =B (at+p)™*® .(23)
B C

—B"——F“=B2(at+l3)"6’“ ..(24)

where Bl p Bz are constants.
From equations(23), (24) and (15), we have

i

28, +B — . |
A=B3(at+B)2’°‘cxn[£;—_62)-(at+B) . } .29)




Rajbali / Spatially homogeneous anisotropic Bianchi Type I inflationary ........... [13

B B o6
B=B,(at+B)*“e [(2 61)(0tt B) ‘*] ...(26)
| ey |_2BatBy e
C=B,(at+p)" “exp| - 3o )( +B) ¢ 3Ty

where B3,B4,BS are constants and 1 <o < 6.

The metric (1) leads to the form

Jo

a-6
ds? =—dt? +B; (ot + gyie eXp[z{ifét% (at+ +b)T}
B, B, o2

+B2(at+B)** exp[Z{S( )(at+|3) H .

N (28, +B,) o
+B§(0ﬁt"'|3)4 CXP[“z{?éTG';*(GHB) @ HdZ2 ..(28)

After suitable transformation of coordinates, the metric (28) leads to

2 __ at* il 2B, B 2 | il B, B, ? 2
ds® =- 2 —+T exp[ {3((1 s dX* +T exp o 6)T dY

B+ a6
+T"’°‘exp[— { B, BI}T ]dzz - g

3(a—6)

LY
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4. Physical and Geometrical Features

The matter density (p), the isotropic pressure (p), the bulk viscosity (L), the expansion (0), the shear (o), the
spatial volume (R®), the deceleration parameter (q) for the model (29) are given by -

2 |
H==
T ...(30)
12
p=?; ..(31)
12(y -1 -
p=(y-1Dp= (;2 ) ..(32)
where 1 £y <2
_plxz ~ 2
¢ 3 ~ BT ..(33)
g2
T.
..(34)
o= (B +B; +BB) .
3 (6-a)T®" i=(35)
R3 =ABC=¢T%* ...(36)
q=—9—g-2-—§;1) <0as a>1. ___(3;;)
The Higgs field (¢) is given by equation (18) as
a6
§=2 2 M ..(38)
(—6) .

where L and M are constants.
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5. Energy Conditions

Following Kolassis et al. (1988), Chatterjec and Banerjee (2004), we discuss briefly weak, dominant and

strong energy conditions in the context of inflationary scenario with the bulk viscosity for the model (29). We have

Ty
Ty =p+o-+k T, =p=3H? +1—k
=T, =T, (39

where V(¢) = k (constant).

In the locally Minkowskian frame, the roots of matrix equations

- va
|Tij ~18, |=diag [(p +%+k—-r,r +p—J§H2 +¢7—k,

(1-)2 : ‘1"2
r+p—~3H2 +-i*—k,r+p—\/§H2 + k|| ..(40)

give the eigen values r of our energy-momentum tensor as

P2 12 :
= S 2 9 L
rO-p++2—-+k,rl— p+\f§H 3 +k—r2—r3
The energy conditions for our model are
5.1 Weak Energy Conditions
¢’ -
L >0leads to p+—2'— +k> O,I‘O =L >0 leads to

yp+8* 23H asp=(y-1)p . ; ..(41)-
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5.2 Dominant Energy Conditions

12

1, 20leads t0p+-2—+k 20,~1, =1 S'ro leads to

p 2p-+3H? +2k ..(42)

5.3 Strong Energy Conditions

1, —Zr, 20leads to p +3p +24° >3H? + 2k ...(43)
If we group (32) and ( 34) then we have

p+3p+24° 233H% +2k
The reality condition p + p > 0 is violated for inflationary universe due to the presence of scalar field ¢.

6. Conclusion

The spatial volume increases with time representing inflationary scenario. The matter density is initially large
but decreases with time. The bulk viscosity prevents the matter density to vanish. Initially the model starts with a big-
bang at T = 0 and the expansion decreases with time. Later on, it represents accelerating universe which matches
with the result as obtained by Riess et al. (1998) and Perlmutter ct al. (1999). The decelerating expansion at the initial
epoch provides obvious provision for the formation of large structure of universe. The formation of structures in the

universe is better supported by decelerating expansion. Also the late time acceleration is in agreement with the

; o
observations of 16 type Ia supernovae made by Hubble Space Telescope (HST) (Riess et al. 2004). Since —9' # 0in

general, therefore anisotropy is maintained. However, the model isotropizes at late time. The Higgs field evolves
slowly but the universe expands. The presence of bulk viscosity tends to increase the inflationary phase. The energy
conditions as given by Xolassis et al. (1988), Chatterjee and Banerjce (2004) are discussed, The model (29) has Point
Type singularity at T =0 (MacCallum (1971)). We also observed that the stiff fluid case (y = 2), dust distribution (y =

1) and radiation dominated model (y = 4/3) are having similar results.
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Distributed Control System For Bottle Filling Plant In
MATLAB / Graphical User Interface
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Abstract

Distributed control system (DCS) is a control system or a manufacturing system, process or any kind
of dynamic system, in which the controller elements are not central in location but are distributed throughout
the system with each component sub-system controlled by one or more controllers. The entire system is connected
by networks for communication and monitoring. DCS is a very important term used in all type of industries, to
monitor and control different stages of process. DCS is a computer control software application which has
been designed to work on the computer for the process by providing with all the devices. It will reduce the
process cost, labor cost, time to monitor and control process. This paper aims to develop graphical user
interface for the subsystem of bottle filling plant. Bottle filling plant includes four main parts which have been
simulated in MATLAB software.

Keywords : Distributed control system,Process control management,Bottlé filling plant,Matlab/simulation,PID.

1. Introduction

Generally, the concept of automatic control includes two major operatioss; which are the transmission of
signals back and forth the calculation of control actions [10]. Carrying out these operations in real plant requires a set
of hardware and instrumentation that serve as the platform for these tasks [10°]. Distributed control system (DCS) is
the most modern control platform. All the parts of DCS are connected by networks for communication and monitoring.

These networks can be LAN, MAN, WAN.Now a days, DCS is a very important term used in all kind of industries,

to monitor and control distributed equipments.
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A DCS is a processor or a controller which uses both proprietary interconnections and communications
protocol for communication. The main parts of DCS are input module, output module and memory unit. ADCS has a
CPU which receives information from input modules and sends information to output modules. The input modules
receive information from input instruments in the process (or field) and transmit instructions to the output instruments
in the field. Buses connect the processor and I/0 modules through multiplexer or de-multiplexers. Buses also connect
the distributed controllers with the central controller.

A lot of work has been done in the field of distributed contrbl system. Khin Nway Oo et. al implemented DCS
using MATLAB [1]. Ling Wang et. al developed DCS for PLC based application [2]. Hla Myo Tun implemented
DCS for vehicle spare parts [3]. Bottle filling plant have four main parts which are PL.C remote device, Conveyor belt
system, Hydraulic motor, Bottle filling robot [1]. Two windows have been developed using GUI feature of MATLAB
which are main window and process control window. Wthole operations can be controlled with these two windows.
All the parts are simulated in MATLAB and analysis is done by using transient response characteristics of all the
system.

Elements of Distributed control system- DCS consists of following elements [10].

. Local Control Unit-This is denoted as local computer. This unit can handle 8 to 16 individual PID loops, with
16 to 32 analog input lines, 8 to 16 analog output signals and some a limited number of digital inputs and
outputs. | .

- Data Acquisition Unit-This unit may contain 2 to 16 times as many analog input/output channels as the LCU.
Digital (discrete) and analog I/O can be handled. Typically, no control functions are available.

® Batch Sequencing Unit-Typically, this unit contains a number of external events, timing counters, arbitrary
function generators, and internal logic.

s ' Local Display-This device usually provides_ analog display stations, analog trend recorder, and sometime

video display for readout.

. Bulk Memory Unit-This unit is used to store and recall process data. Usually mass storage disks or magnetic
tape are used.
» General Purpose Computer - This unit is programmed by a customer or. third party to perform sophisticated

functions such as optimization, advance control, expert system, etc.

. Central Operator Display - This unit typically will contain one or more consoles for operator communication
with the system, and multiple video color graphics display units.

. Data Highway - A serial digital data transmission link connecting all other components in the system may
consist of coaxial cable. Most commercial DCS allow for redundant data highway to reduce the risk of data

loss.
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. Local area Network (LAN) -Many manufacturers supply a port device to allow connection to remote devices
through a standard local area network.
Bottle filling plant- bottle filling plant can be divided in three main parts which are input module, output module
and PLC. Input module includes IR sensors and level sensors. IR sensors are used te detect bottles at the 1/O
positions and for filling and capping operation. Output of sensors cannot given directly to PLC they are given through
relay circuit. All the control operations (filling and capping) are done using PLC. Whole process is automated by

feeding the necessary condition into the PLC using ladder logic. Transportation of bottles is done by conveyor belt

system.
Input Module (IR or 1 Signal C:and%tioning d 5 PLC
Level Sensors) Circuit
k
Output Module Output Relay Drive
“ (Pump, Motor, LED) [* Unit
Fig.1: Bottle filling plant ' -

2. Implementation and Simulation

1. SIMULINK model of PLC remote device :
PLC consists of two parts i.e. PID controller and PLC remote device [1]. PID is used for stability analysis.

Rate limiter is used to limit response after controlled with PID for PLC plant.

15
ri > DU . SN S P ]
J ' @ ' ad 5083+a2.2+at 5+1
Rate Limiter Scope

Step Saturation
PID Controller PLC remote davice

i
=

Fig.2: PLC remote device
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The saturation block is used for supporting the rate limit input to control the process. Simulation result for
PLC remote device has been implementeﬂ in MATLAB. It has two uncertain parameters a, and a, in the fransfer
function of PLC remote device. First of all, initial values of a, and a, are defined and PID is tured for these values.
K}, K;; K, can be obtained by using SISO .tool in the MATLAB. These values can be optimized using different
optimization techniques.

2. SIMULINK model of Conveyor system :

Conveyor system is used for the transportation of the bottles. The main part of the conveyor is dc servo
motor [1]. The controller for the dc servo motor is PID controller which is tuned to gain high accuracy. First of all, the
gain of pre amplifier is chosen to stabilize the output of conveyor belt system and then PID is tuned using Z-N method
in the SISO tool MATLAB. Integrator is used to get stable response.

g N[
: ~  Scopei
i 1
=Q__’I>_."“ Out1 1 > 03s+.02 . J’; _bb 2
= st
Step 4 pre amplffer o metor gain conveyor Integrator  Geargain | Scope?
_ s
E g Convayor moter gain *

Emor Scope

Fig.3: Conveyor belt system
3. SIMULINK model of Hydraulic motor : .
SIMULINK model consists of two main parts which are valve and hydraulic motor [1]. Forward path gain is
10 for unit step input and lower feedback gain is to limit the feedback signal from the hydraulic motor.

1 1722
»? @ b > p
den (s} 1.105 s+60

Gain valve hydraulic motor Scope

Step

Fig.4: Hydraulic motor
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4, SIMULINK model of Bottle filling robot-
There are two main transfer functions to control the bottle filling robot which are robot plant and controller

stages [1]. The robot plant can be represented by rotational dynamic of the mechanical arm and controller is for

compensation of the robot plant for bottle filling robot. The disturbance is also considered as Td(s).

s 1 | |
— >
s+
Transfer Fcn 1 Scope
1
s+h
Transfer Fcn

Fig.5: Bottle filling robot
3. GUI & RESULTS

The main GUI window consists of open and close button to control the filling system process control. The
open button is used to open the second GUI window which includes actual distribute remote devices for the process

management. The close button will exit the whole process. When open button is activated then process control

management window is displayed.

Fig.6: Main GUI window
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Simulation results for Process control management

" Remote tan'nhﬂ'uri.

Fig.7: Process control window
There are two part of process control management window which are remote terminal unit and master
terminal unit. Master terminal unit has three virtual computer connected to it and remote terminal unit includes four
push button which are used to control the process stages of the bottle filling plant. When any button is pressed then it
will open that simulation model and then control can be done from there. The three virtual computers are connected
through industrial network which can be connected to the RTU through the network button when it is pressed. There
is another push button to go back to the main GUI window.

Simulation result of PLC remote device
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Fig.8: Step response of PLC remote device
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Simulation result for PLC remote device is shown in Fig.8 and it will approaches to one at 120 milliseconds.

| This duration of process time is very accurate for PLC.
Y Table 1: Transient performance characteristics of PLC remote device
Rise time Settling time % overshoot
8.2 120 6.68
y Simulation result of Conveyor belt system
14
] L.2f=-meee I Bt et Ll SRR LR ST SO .
N /’_M“““*—w——
Lﬂ. el -
- e BRI ol ACURMTE SR ST (N | R S 4 _
,_ 2% 1
i E‘ 0.6 it e ECS KO s W N S SIE. b,
L o ot Pt et AR SRR S R e LT T T [repp—
0.2 it T oW S K O S NI, . SRR R o A e e -
00 1 2 :IS 4 5 é 7 é ; 10
Time(Sec.)
;' Fig.9: Step response of Conveyor belt system
The step response for the conveyor system is shown in Fig.9, and it will be stable after 7 milliseconds after
evaluating transfer function of conveyor. _
Table 2: Transient performance characteristics of Conveyor belt system
i Rise time Settling time % overshoot
s
0.8 7.5 8
12 ,
' I
................ B T T T PP e |
T T RGN, RIS SO ISR, SO R, _
2
E ----------------------------------------------------
(3 é’ 10
Time(Sec.)

Fig.10: Error response of Conveyor belt system
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1.4

0.4 =-4--

Time(Sec.)

Fig.11: Comparison response system of Conveyor belt

Fig.10 shows the error response of conveyor belt and it will be zéro after 7 MS. The comparison response of

conveyor belt input and output is shown in Fig.11.

Simulation result of Hydraulic motor

Simulation result for hydraulic motor is shown in Fig.13. The dynamic stable response is starting from 4

milliseconds. The peak value is approximately 0.38 at time 0.633 millisecond and it is very convenient.

10

10 20 a0
Time(Sec.)

Fig.12: Step response of Hydraulic motor

Table 3: Transient performance characteristics of Hydraulic motor

Rise time

Settting time

% overshoot

0.255

2.11

343
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Simulation result of Bottle filling robot

2

Time(sec.)

Fig.13: Step response of Bottle filling robot
Simulation response for the step input is shown in Fig.13which shows that percentage overshoot is very less.
Peak amplitude is 1.1 at time 0.742 milliseconds.

Table 4: Transient performance characteristics of Bottle filling robot

Rise time Settling time % overshoot

0.362 1.15 9.7

4, Conclusions

Paper aims to develop distribution control system for bottle filling plant in simulation/MATLAB. The main
purpose of this work is to develop the DCS for bottle filling plant which can control the devices from anywhere by
monitoring the whole process. Distributed control system can access with any parts of system by using GUL This
system is a low cost data acquisition, processing and monitoring system which will reduce the labor, monitoring, and
controlling cost. In this workhydraulic motor, IR or level sensors, PLC, pumps, LED, actuators and other devices are
used and their simulation model is created using MATLAB software. Graphical user interface is used to create main
GUI and process control management window. This can control all the devizos trom anywhere in the plant. In this
work, the conveyor is used to send the bottle from one place to another to the desired location. Robotic arm is used to
pickup the bottle and sent it to the desired location or for the filling purpose. And then robotic arm waits for some time
and pick up new bottle for filling. When filling process is completed bottle is transported for the capping and labeling.
After it whoie product will be stored to packaging statlon All these movements are done by conveyor system from
robotic arm to the packaging station. All the subsystems have been 1mplemented by using MATLAB/SIMULATION

software and their simulation results have been plotted and analysis is done by using stability characteristics of all the

system.
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Abstract

One of the simplest and more studied integer sequences is the Fibonacci sequences. Fibonacci sequence
is famous for possessing wonderful and amazing properties. The Fibonacci sequence has been generalized in
many ways, some by preserving the initial conditions and others by preserving the recurrence relation. In this
paper, generalized Fibonacci sequence is introduced and defined by U, =pU _ +qU, ,,n22, U =a and
U,=2a+1, where a, p and q are integers. Further some standard identities and determinant identities of
generalized Fibonacci sequence are presented.

Keywords: Generalized Fibonacci sequence, Generating function, Binet’s Formula

Mathematics Subject classification 2010: 11B37, 11B39

1. Introduction

It is well-known that the Fibonacci and Lucas sequences are most prominent example of second order
recursive sequences. The Fibonacci sequence is a sequence of numbers starting with integer 0 and 1, where each
next term of the sequence calculated as the sum of the previous two. The Fibonacci sequence [7] is defined by the

recurrence relation:
F,=F_ +F_ ,n22 with F,=0,F =1 | (L

The similar interpretation also exists for Lucas sequence. Lucas sequence [7] is defined by the recurrence

relation:
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L =L +L_,,n>2 with L =0,L =1 | ..(1.2)

The second order recurrence sequence has been generalized in two ways mainly first by preserving the initial

conditions and second by preserving the recurrence relation.

Horadam [3] defined generalized Fibonacci sequence {H,} by
H, =H, +H ,H =qand H =p, n>0 where p,q are arbitrary integers. sk1.3)
Horadam [4] introduced and studied propérties of another generalized Fibonacci sequence {w”} and defined
generalized Fibonacci sequence {w, } by the recurrence relation:
w =pw  —qw,_, ,n22 with w =a,w =b where a,b, p and gare arbitrary integers. ...(1.4)

Waddill and Sacks [9] extended the Fibonacci numbers recurrence relation and defined the sequence {P,}by
the recurrence relation:

P=P +P_+P_ ,n>3 .(1.5)

where P, P, and P,are not all zero given arbitrary algebraic integers.
Jaiswal [5] defined generalized Fibonacci sequence {7} by

T,=T+T,

n+ n-1?

n21 with 7,=aand T, = b ..(1.6)
Falcon and Plaza [2] introduced %% Fibonacci sequence {F;,} and defined it by

F,

En+l

=kF, +F,,, ,n21with F, =0,F, =1 (LT)

kn-1

Edson and Yayenie [1] studied a new generalization {g, }, with initial conditiong, =0and g, =1 which is

generated by the recurrence relation (when n is even) or g, =bq,, +q,, (when n is odd), where are non zero real”

numbers:
Singh, B, Bhatnagar, S. and Sikhwal, O. [8] defined generalized Fibonacci sequence {G, } by the recurrence

alatinn:

e - -
- - B s+ SN T
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G,=pG,, +4G,, ,n22 With G, =a4,G, =a+b ...(1.8)

In this paper, we introduce generalized Fibonacci sequence and present identities consisting even and odd

terms. Further we defined some specific identities and some determinant identities.
2. Generalized Fibonacci sequence

Generalized Fibonacci sequence {U,}" is introduced and defined by the recurrence relation

L]
n=0

n-1?

U,=pU,,+qU,,,n22 ,U,=a and U, =2a+l, where @,p and ¢ are integers. ..(2.1)
The first few terms are as follows:

U =2a+1,

U,=(2a+1)p+ag,

U, =(2a+1)p" +apg+(2a+1)q,

U,=(2a+1)p’ +ap’q+aq’ +2(2a+1) pq,

U, =(2a+1) p* +ap’q+3(2a+1) p’q+2apq* +(2a+1)¢’,...

The characteristic equation of recurrence relation (2.1) ist* - pr — g = 0, which has two real roots

p+\p +4q PP +4q
o =Tand ﬂ e e s

2

Also af=-qa+f=pa-B=\p’+4q,0’+p>=p*+2q. .(2.2)

Generating function of generalized Fibonacci sequence is

a+2a+1-ap)t
1- pt—gt*

QUL =U(1)=U, (0= (23)
n=0
Hypergeometric representation of generating function of generalized Fibonacci sequence

52Ut <[+ 2a+1-aph]e” i (n 1L )

n=0 N1
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By generating function (2.3), we have

ZU = a+2a+1—-ap)t

~[a+@a+1-ap)][i-(p+ari]"

il 1-pt—qt*
=[a+(2f.z+1—-'.l,t:’)t]i(J!H-e’."f)"*"I l
n=0
Sve-laraan-anTes (Tt 1
n=0 k=l |
_[a+(20+1 ap)t]ggk! ;k' ek gk ok

=[a+(@2a+1- ap)t]zz pgtt*

n=0 k=0 k! !

=[a+(2a+1—ap)r]i(pr) in+qu"t2"
n = k!

n=0 I

n+k|

=[a+(2a+1- ap)t]e“"z (gt*)*

@ w0 2n\k
n=0 n!l k=0 n! k!

Z—f =[a+(2a+1-ap)] e*"‘Z( n+1), Egk (Q;:)k

Hence, z—i‘ —[a+(2a+1 ap)r]e‘” (n+1 1; l,qt ) ..(2.4)

Binet’s formula of gcncralized Fibonacci sequence is defined by

7 [ 2 3 _[2 .
=Aa”+Bﬁ"‘—‘A[—————-—p+ *;”"] +B[———————-p 2 +4q}

2

U ..(2.5) \

n
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A=!2a+1)—-aﬂ =aa—!2a+1)

{ B
[ % Jrr+ag ™ [pie4g
2 2 - 2
ki AB=2ap+a q+apz(2a+1) ,
/ (C!—ﬂ)

AB+Ba=dp-(2a+1) AP +Ba* =ap* —(2a+1)p+aq.

Generalized Fibonacci sequence generate many classical sequence on the basis of value of a, p and q, like
Fibonacci sequence, Lucas sequence, Pell sequence, Pell-Lucas sequence, modified associated Pell sequence, Jacobthal
sequence, Jacobsthal-Lucas sequence, Fibonacci-Like sequence, Chebyshev first kind sequence, Chebyshev second
kind sequence etc. |

3. Identities of Generalized Fibonacci sequence

Now some identities of generalized Fibonacci sequence are present using generating function and Binet’s
formula.

Theorem 1. (Explicit Sum Formula) Let U, be the »*term of generalized Fibonacci sequence. Then

U, = a%(" -’; k]p,_qu, +(2ap+l ““J[E][n —: - I)P"'” / LD

k=0 k=0

Proof. By generating function (2.3), we have

ZUu‘” " a+(2a+1-ap)t

Lt e = levea et a]

=[a+(2a+1—-ap)r]i(p+ qt)"t"

=[a+(2a+1-ap)] gr”g[:}:”'* (q)

=[a+(2a+1 —ap)t]i i ‘:!—k|pn_qut“k

n=0 k=0 k
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=[a+@a+1-ap)]d 3 2K rgrpriae
w00 k!n '

=[a+(2a+1- ap)t]zg LT k! ke &

n_()kD

n=0 k=ﬂ n=0 k=0 k !" - 2&!

% n-k! ,,_21- 2a+1 2 n-k! =241k |onsl
2, k'n2qukzpa sl

Equating the coefficient of ;" ,we obtain
[§ n-k 2a+1 [E’_l] n-k-1
U,=a [ ]pu—tht_l_( “"’JZ( Jpn-qul’
o\ k p k=0 k

By taking different values of @, pand ¢ in above identity, explicit formulas also can be obtained for Fibonacei
Lucas, Pell, Pell-Lucas, Jacobsthal-Lucas, Fibonacci-Like sequences. .
Theorem 2. (Sum of First n terms) sum of first n terms of generalized Fibonacci sequence is given by

&, _U,+qU, -a-(2a+1-ap)
k=0 p+q-1

(3.2)

Proof. Using the Binet’s formula (2.5) we have

Z':U,_:Z[Aa +Bﬂ"] [1 _";} B[l'ﬂ"] |

k=0 k=0 1-8

_(A+B)-(AB+Ba)—(Aa" + BB") + af(Ax"" + Bp"™)
- I-(a+ B)+af

' Using subsequent results of Binet’s formula, we get

= _U,+qU,,-a-(2a+1-ap)
k=0 p+q_l
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Theorem 3. (Sum of First n terms with odd indices) Sum of first n terms (with odd indices) of generalized
Fibonacci sequence is given by

= qUzﬂ—(20+l)+(20+1 ap)q
Zuzm

=0 P’ -q +2¢-1 w3

Proof, Using the Binet’s formula (2.5), we have

fUzt+| nZI[Aa'M +Bﬂw1] [a(ll_az—h)jl I:ﬂ(l ﬂ,"):l

k=0 k=0 -a q1-p°

_ (4 +Bp)-af(AB+Ba)-(Aa™" + BF™) + @B) (4™ + BA™)
1-(a®+ B*) + (ap)’

Using subsequent results of Binct’s formula, we get

EU =£E*‘l q 2n'| (2a+1)+(2a+l ap)q
— P -¢*+2¢-1

Theorem 4. (Sum of First n terms with even indices) Sum of first n terms (with even indices) of

generalized Fibonacci sequehoe is given by

& _Un=qUs.-[Qa+Dp-a(p’+q)]-a
k=0 P -q'+2q-1

..(3.4)

Proof. Using the Binet’s formula (2.5), we have

n-1 2n 2&
ZUzg [Aar -I-Bﬂ”]_ [(l 2 )] [(11 f;z ]

k=0

_(A+B)-(45’ + Ba®) - - (Aa™ + B5*") + (af)’ (Aa®? +Bp="'=)
1-(a’+ p%) +(ap)’

Using subsequent results of Binet’s formula, we get

n—lU Uy, —=q'U,,., I:(Qa+l)p a(p’ +q)]
=0 p'-q'+2g-1
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Theorem 5. (Catalan’s Identity) Let U, be the p" term of generalized Fibonacci sequence. Then

g L (-9 [(2a.|.1)Ur_.gUM]2 ,n>rzl. | (35)

U? =
z " (a+1)-a(Ra+)p-a’q

-U

Proof. Using the Binet’s formula (2.5), we have

U?-U,,U,,=(4a"+BB") —(Aa™ +BB" X Ac"" + BB"") = AB(a)' (2~a' B ~a” B')

[(2.:ar+l)2 -a(2a+1) p-a’q]

=-4B(-q)" (&'~ F') = (x-BY

(-a)" (" -8)

Using subsequent results of Binet’s formula, we get

U*-UU,,= [(25: +.1)2 —a(2a+1)p —azq](“q )’Hr [a’ =& T

a-p
a-p  (2a+1)U,-aU,,
Since a-p (2a+l)2-a(2a+1)p—a2q'weObtam
2. _ 9™ 2
U*-U . U [@a+)U,-aU,,] ,n>r21

mo Um0 +1) —a(Ra+1)p-a'q
Corollary 6. (Cassini’s Identity) Let U, be the ;" term of generalized Fibonacci sequence. Then
v:-U,U,,=(-9)"" [(Za +1)* —a(2a+1)p —azq],n 21. ..(3.6)

Taking r =1 in the Catalan’s identity (3.5), the required identity is obtained.

Theorem 7. (d’Ocagne’s Identity) Let U, be the ;" term of generalized Fibonacci sequence. Then

uu,-U..U, =9 [@a+)U,_,-aU,_,.]. m>n=0. .37
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Proof. Using the Binet’s formula (2.5), we have
uu U,U,=(Aa"+ B‘,B’”)(A.cz"“‘1 +Bp™) - (Aa™" + Bﬂ"’*‘)(Aa” +Bp")

m= ol

=AB(amﬂn+1+amlﬁm_anﬂm+1 m+'1ﬁ )= AB(aﬂ) [ﬁ(am~n mu) a(am- ﬁm-n)]
= AB(-q) (@-B)(a""-B"")

[(2a+l) ~a(2a+1)p- aqj
(a-8)

(-a) ()" -5"")

a""-p~ _ (2a+1)U, ,-aU, .,
a-p (2a+1)’ -a(2a+1)p-a’q

Since , we obtain

UU,..~UulU,.= (—q)" [(2a+1)U,H —aUm_M], m>nz0.
Theorem 8. (Generalized Identity) Let U, be the " term of generalized Fibonacci sequence. Then

-r [(2a + 1)U, - aUrH][(za + DUy iar — aUn—m+r+l] n>m2r2l.
[(2a+1? - a@a + Dp - a’q] e

UnUp = UprUpsr = -9)"

Proof: Using the Binet’s formula (2.5), we have

UU,-U,U,, =(Ad" +Bf"YAa" +Bf")— (o™ " + BB YAa™ +BB™)

m=F R4

PO Pl A ) BN Gl T .
i m[, ﬁ’]AB()(ﬁ i

U, - Upluir ™ AB( Q).-’ = B'}(a”"” - ﬂ"_””)

[(20+1) —a(2a+l)p aq] Wy g
o) (o) (& - #) (@™ - £7)
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o -f __ (2a+)U,-aU, " - [(2a+1)U, ., -aU

a-p _(2a+l)’—a(2a+1)p-a’q - a-p _[(2""'1)2‘“(2"+1)P'“3q]’we obtain

H-mr+] ]

[(20 +1)U, - "Ur:: ][(2" DU, ... ’_ aU———""*"‘] . a>m2r2l. !
[@a+1) -a@a+1)p-a q]

U-Ul" = Un- VURGP = (_Q)u-’

The identity (3.8) provides Catalan’s and d’Ocagne’s and other identities:

*  If m=n, the Catalan’s identity (3.5) is obtained.

* Ifm=nand r=1 inidentity (3.8), the Cassini’s identity (3.6) is obtained.

* Ifn=mm=n+1andr=1inidentity (3.8), the d'Ocagne’s identity (3.7) is obtained.

*  For different values of of @, pand ¢, we obtained all above results for Fibonacci, Lucas, Pell-Lucas,

Modified Pell, Jacobsthal, Jacobsthal-Lucas, Fibonacci-Like sequence.
4. Determinant Identities

There is a long tradition of using matrices and determinants to study Fibonacci numbers. Koshy [9] explained
two chapters on the use of matrices and determinants in Fibonacci numbers. In this section, some determinant
identities are presented.

Theorem 1. For any integers » >0 prove that

! U?H-l Un+2 Un+3
Upssa Ups Upg|=0
Un+’7 Un,-l-s Un+9

Unﬂl Unﬂ! Un+3
Proof. Let 2 =|Uns Uss U |
Unn Um»s Un+9 I

Applying C, - C,(q) and C, - C, (p)we get

ned

LS

3 e

qUﬂ, p Umt UII-’
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Applying C, > C, +C, , we get

Uaus P Um- 2 Um 3
A= Ufnﬁ PU:HS Uan&
Unoﬂ P Ums Un+9

Since two columns are identical, thus we obtained required results.
Theorem 2, For any integers » >0, prove that

Un - Un-l—l Un+l - Un+2 Un+2 . Uﬂ
Up1 =Upsa Unsz = U, U, - Up+l =0

U»+2 - Un Un - Un+i Un.+l = Un+2

Un - Um-l Uu+1 - Un+2 Un+2 - Un
Proof. Let A=(U,, -U,,, Upz - U, U, = U,y
Um-z - Un Un - Un+l Un+l - Un+2

By applying C; — C, + C, + C; and expanding along first row, we obtained required result.
Theorem 3. For any integers » > 0, prove that

1 1 1

qU, PU,, u.. =0
pU,, + v,, aU, +Um1 “qu, + pU_

1 1 1

Proof. Let A=| qU, pU,, U,
pU, +U . qU, +U,, qU,+ pU,,

applying R; — R, + R,, we get



40 ] GANITA SANDESH Vol. 27 No. 1,2 ( ]i.lne, December, 2013 )

Taking common out 2U

.., from third row, we get
1 1 1
A= ZUus qu, pU_, u s

1 1 1

Since two rows are identical, thus we obtained required results.
Theorem 4. For any integers » >0, prove that

u, v, +U U+ U-+| + U’M
ZUI 2Un + 3U... 2U- + 3U¢ul + 4Un+1 = 3UuUn+lUmz
w, 3w,+6U, 3 +6U, +12U, ,

Uu . Uu + UJH-I Un + Uml + Uu+2
Proof. Let A=|2v, v, +3u,, 2u +3U, +4U,,
w, 3w, +6u, 33U +6U, +12U ,

Applying R, - R, — 2R,, Ry — R; — 3R, , we get

Y Udl + Un—l Uu + Uml + UMZ
A=|o U 5 R S 2

nel

0 .. 3UM + 9U«+:

Applying R, — R; — 3R, and expanding along first row, we obtained required result.
Theorem 5. For any integers n >0, prove that

2

o Uy, UuU

LU TS )
2 | s X F 3
Uﬂu.ol 0 Umluuj - zﬂnunuuuoz
vl U U

n- e 2 aa

2

0 -

o uv, UuUv.

Proof. Let A=|V,v., 0 Ul

U

H

v, U,U 0

A+ e

F oI
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Taking common out U2 U2, U2, , from C,,C,,C; respectively, we get

o u, U,

A=vv' v |u 0 U
o onsl mel asl . n+l

U u 0

Taking common out U,,U,,,,,U,,, from R,R,,R, respectively and expanding along first row, we obtained

required result.

5. Conclusions

In this paper, generalized Fibonacci sequence is introduced. Some standard identitics of generalized Fibonacci

sequence have been obtained and derived using generating function and Binet’s formula. Also some determinant
identities have been established and derived.
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Comparison of Solutions of Field Equation for
Spherically Symmetric vacuum field
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Abstract
In this paper, we have compared the solution obtained by higher order field equation to Einstein
Equation by taking generalized metric for spherically symmetric isotropic and static field in vacuum and
summarized the result.

L. Introduction
The general 4-dimension spherically symmetric metric form; _
ds? = ou(t,r)dt® + 2B(t,r)dtdr + y(t,r)dr® + 8(t,r) (d6* + Sin®0d@?) ..(A.1)

Here in the consequence of the 2-spheres being subspaces of the Riemann space, the signatyre of ;72 and

do? must be the same. We consider time like space and put ¢ as +ve sign and B,y,8 as —ve sign.

Further, variables of subspaces r and ¢ can be carried out arbitrary nonsingular coordinate transformation;
t=f(t,r"), r=g(r")

(e,r

J
Where f and g are arbitrary functions subject to the condition that m;% #0, Assume

Ot(t,r)-'y(t,r) = %;) and B(t,r) =0.
By choosing appropriate transformation in » and #, one can digonolized ine metric (A.1)

ds? = A(t,r)dt® - B(t,r)dr® - r}(d0? + Sin*dg?) (A2)

This general isotropic metric is specified by two functions of  and 1, namely A(r, 7) and B(r, f) and describes
the geometry of 2-spheres. This line element shows such a surface has surface area Since B(r, £) is not necessarily
equal to unity. We cannot assume that r is the radial distance.

Consider general spatially isotropic metric,

ds? = A(r)dt® - B(r)dr? - r}(d6? + Sin’do?) . (A3)
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Schwarzschild solution for the empty space-time outside a spherical body of mass M is

-1
ds? =c?[1-28M g2 (12 28M ) 42 2402 62002 (A4)
c2r c?r .

Higher order Field Equation :
" :

Gy = EZ %(FR)""

1 n-—1 n=1)(n-2 :
[Ruv - Eguvﬂ - LH(&u;v = guvR) B '(_"})a(T"_)(R’»HR:V i gu”R;“R’a)] =%l LB

For empty space T),, = 0. Here C, are arbitrary dimensionless coefficients corresponding to n and [ is
constant for balancing the dimension.

For n= 1, equation (B.1) agrees with Einstein Field equation. We consider n = 2 for our solution and this
makes equation (B.1) as

Guy = %(IzR)RLW B llfgng - %(R:u;v - guvR) =9 v

C, and/ are constants and can put equal to unity for our purpose.

Solution: _
Using MATHEMATICA, on solving equation (B.2) for the general metric (A.3), we find three highly non-

linear independent equations having fourth derivatives of 4(r) and B(r) with fourth powers of A(r)and B(r) . It is
observed that

A(r)=[B(r)T" e 1)

And thus, equations are
~4+8r +2r% +924% + A(-88-8r = 22 —8rA' — 4824 "+ 323 4™ 4+ 84 ATY 4 834" 4 4442
+ 2P A" (4-2r —r? + 224" + 274 4™ = 0 ...(C.l)
~4-8r—44% + A8+ 8r —8rA") - 8r34" + 144" + 144 |
+2r A" (4+2r + 12 + 224" = 244" = 0 ...(C2)
448 +2r2 —44% - 24(—4 +4r + 2 + 4rA") + 834"
+r8 A2 20 '@ - 2r =2 + 2724") + 2744 =0 ...(C3)

2r* (4" £ (P + 8344 +16r4' (1- 4) + 416 -27Y) -8 + 2rt -84 =0 ..(C4)
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Where prime denotes differentiation with respect to 7. Since equation (C.2) contains fourth order derivative
so we can leave it for further computation. From equation (C.3) and (C.4) we obtained

274 (4" + (r* + 874 4" +16r4°(1- A) + A(16-22) -8+ 22 -84 =0 ... (C:5)

This is a non-linear second order second degree ordinary differential equation in 4(r). We solved (C.5)
numerically by putting initial condition that for larger distance space converges to Minkowski Space. :

Graphically, we plotted equation (A.4) for Sun and compare with the solution of equation (C.5) using MATLAB
and the result is shown in a figure (1) given below:

%10
b5

ok

0.5

-1

1-26M/(c? 1)

Figure (1) shows a graph between ‘7’ and result fromSchwarzschild solution(dotted line)and a solution
obtained by equation (C.5). We took Af = 1.989 x 10°°Kg, G = 6.67300 x 10~ 'm3Kg~1s~2 and

c=3x 108ms2
I1. Result

We observed that for large value of 7 solution of (C.5) overlaps to Schwarzschild solution. The theory also
confirms this fact and can be seen by asymptotic solution. Near r = 0, both solutions overlaps and goes to negative
side of infinity rapidly. Between zero and large values of 7, we find that solution of (C.5) has greater gradient than
Schwarzschild Solution and its approach to Schwarzschild solution is sharp. It gives a possibility of existing of higher
order terms in negative powers  in Schwarzschild solution. We introduce a higher term in Schwarzschild solution, i.e.

2GM 2GM]
— cua (1)

,czr czrz

7= [1-



46 ] GANITA SANDESH Vol. 27 No. 1,2 ( June, December, 2013 )

And compare with the solution of equation (C.5) graphically (Fig (2)). In Fig (2), curve corresponding to

solution of (C.5) and plot of (D.1) match almost for all values of .

1-2GM#(c? 1-26M/(c? 12)

. ——— Obtained Sofution
16 ===== Improved Schwarzschild Solution

-18 L 1 1 L 1 I. 1 1 1
0 01 02 03 04 05 06 07 08 09 1

T

Figure (2), solid line represents the solution of (C.5) and dotted line is corresponding to equation (D.1). In this

figure both curve matches almost identically. (here we took M = 1.3487 x 102K g)

It gives a conclusion that if we consider higher orders in Einstein Field Equation then h igher orders derivatives

appear in the differential equation. Exterior solution of higher order field equation for spherically symmetric static field

in empty space will be Schwarzschild solution with a modification that higher powers of -} will appear in the line

element.

[1]
2]
[31
[4]
(5]
[6]

[7]
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Abstract
Spatially homogeneous Bianchi type IIl cosmological models are investigated in the presence of
anisotropic dark energy. We examine the effects of electromagnetic field on the dynamics of the universe and
anisotropic behaviorof dark energy. The law of variation of the mean Hubble parameter is used to find exact
solutions of the Einstein field equations. We find that electromagnetic field promotes anisotropic behavior of
dark energy which becomes isotropic for future evolution. It is concluded that the isotropic behavior of the
universe model is seen even in the presence of electromagnetic field and anisotropic fluid.

Keywords: Bianchi III .Dark-Energy. Electromagnetic field
1. Introduction

The most remarkable advancement in cosmology is its observational evidence which says that our universc
is in an accelerating expansion phase. Supernova la data [1, 2] gave the first indication of the accelerated expansion
of the universe. This was confirmed by the observations of anisotropies in the cosmic microwave background (CMB)
radiation as seen in the data from satellite such as WMAP [3] and large scale structure [4]. Today’s one of the major
concerns of cosmology is the dark energy. Recent cosmologlcal observations [1, 2, 3, 4] suggest that our universe is

(approximately) spatially flat and its cosmic 1nﬂat10n is due to the matter field (dark energy) having negative pressure



48] GANITA SANDESH Vol. 27 No. 1,2 ( June, December, 2013 )

(violating energy conditions). The composition of universe density is the following: 74% dark energy, 22% dark matter
ana'4% ordinary matter [5]. Though there is compelling evidence that expansion of the universe is accelerating, yet
the nature of dark energy has been under consideration since the last decade [6]-[10]. Several models have been
proposed for this purpose e.g. Chaplygin gas, phantoms, quintessence, cosmological constant and dark energy in
brane worlds. However, none of these models can be regarded as being entirely convincing so far.

The detection of dark energy would be a new clue to an old puzzle: the gravitational effect of the zero point
energies of particles and fields. The total with other energies, that are close to homogeneous and nearly independent
of time, acts as dark energy. The paramount characteristic of the dark energy is a constant or slightly changing energy
density as the universe expands, but we do not know the nature of dark energy very well [5] — [13]. Dark Energy has

been conventionally characterized by the equation of state (EoS) parameter @ = /p which is not necessarily constant.
The simplest dark energy candidate is the vacuum energy (m = -1) which is mathematically equivalent to the

cosmological constant (A ). The other conventional alternatives, which can be described by minimally coupled scalar
fields, are quintessence (® > —1), phantom energy (® < -1) and quintom (that can across from phantom region to
quintessence region) as evolved and have time dependent EoS parameter. Some other limits obtained from obsérvational
results coming from SN Ia data [14] and SN Ia data collaborated with CMBR anisotropy and galaxy clustering
statistics [16] are —1.67 < <~ 0.62 and -1.33 < <-0.79 respectively. However, it is not at-all obligatory to use a
constant value of 7. Due to lack of observational evidence in making a distinction between constant and variable,
usually the equation of state parameter is considered-as a constant [17, 18] with phase wise value -1, 0, -1/3 and +1
for vacuum fluid, dust fluid, radiation and stiff fluid dominated universe respectively. But in general, ? is a function of
time or redshift [19]-[21]. Bali and Tinkar [22] have investigated a model in the presence of bulk viscous barotropic
fluid with variable G and . Unlike Robertson-Walkar metric, Bianchi type III can admit a dark energy that yields an
anisotropic EoS parameter according to their characteristics. The cosmological data from the large scale structure
[23] and type Ia supernova [3, 4] observations-do not rule out the possibility of anisotropic dark energy either [24, 25].

2. Metric and Field Equations
The spatially homogeneous and anisotropic Bianchi type-III model is described by the line element
ds* = —di* + A* (t)dx’ + B* (1)e*dy* + C* (1) dz’® ..(1)

where A, B and C are functions of *f* only.
The energy momentum tensor for the electromagnetic field is given as

il 7 i Lo g
Tn{ J=p[|h'|2[uﬂu -55”)-h”h] (2
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" where ¥ is the four velocity vector satisfying
g uu" =1, ..(3)

A is the magnetic permeability and A, is the four magnetic flux given by

I h E Fcrﬂuv

7 Zﬁ gﬂw » (ﬂ7v’a’ﬁ=0a]§2’3) (4)

where £,,,,is the Levi-Civita tensor, /s the electromagnetic field tensor and |h|2 =},
we assume that magnetic field due to an electric current produced along x-axis and thus it is in yz-plane. In
co-moving coordinates #” = (1,0, 0,0) and hence equation (4) gives & # 0,k = h, = h, = 0,using these values in

equation (4), it follows that F, = F{, =0, F,, # 0. The electric and magnetic field tensor are defined as

1 va
E "_—F uv, Bp =EE'UWF - .”(5)

Equation (5) leads to F,, = F, = F;; =0. Thus the only non-vanishing component of electromagnetic field

tensor F,,is F,;.

The Maxwell’s equations

Fym+F,mp+Fm,,=0,F:§"=0 ...(6)
are satisfied by F,; = K = constant. .7
It follows from equation (4) that

AK 2 K*

h =ZTC’IhI e .(8)

From equations (2) and (8), we obtain
, .
T;}(em} _ K o ?-{l[em} - _Tz‘.‘.(em) = _2-;3(91!:} .9

 2uB*C?
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Thus we have
.,(.,..) = diag _._K2 _K2 " _Kz _ _Kz -
2uB’C? 2uBC? T 2uBC?’ 2uBC? «(10)
The energy-momentum tensor for anisotropic dark energy fluid is taken in the following form
?:: =d"'“8[Pa‘Px,‘Py,‘P,] . ...(11)

This model of the dark energy is characterized by EoS, p=wp , where o is not necessarily constant. From
equation (11), we have

T, =diag[1,-(0 +6),-,- (o +7)]p .(12)

where pis the energy density of the fluid; p,, »,and p,are pressures and o, , ®,and w,are directionsa:

EoS parameters on x , y and z axes respectively.
The deviation from isotropy is obtained by setting

O, =0+0, O,=0, o, =a+y ’ .(13)

where o is the deviation free EoS parameter and & and 7 are the deviations from » onx and z axes respectively.
The Einstein’s field equations are given as

1 '
G =Ry =5 R =8 (T, +T" ..(14)

where R, is the Ricci tensor, R is the Ricci scalar, 7),, is the energy momentum tensor for anisotropic fluid

T‘"‘l is the energy momentum tensor for the electromagnetic field. The Einstein’s field equations for the anisotropic

Bianchi type-III metric, lead to the following system of equations

AB, A4C4 B,C, az 4zK? ;
Pl . R :
AB | AC T BC IR +A13)

B, C., B.C, 4zK?
MM T g ——
B ' c "TBC.T TP apcE +(16)



Vimal Chand Jain, Nikhil Jain / Effects of Electromagnetic Fieldon the........... [51
Ay Cy AC, . 4zK?
G g GG ey o am
Ay By AB 4zK*?
Aol A selor)o- 2 a9
A4, B,)_
a[j-—ﬁ-]—ﬂ ...(19)
here the sub-indices 4 in A, B, C denote differentiation with respect to “t’.
From equation (19), we have '
A=kB ...(20)
where k is constant of integration.
Using equation (20) in equation (17), we get
By . Cy BC 4zK?
From cquations (16) and (21), we get
KZ
Sp=~—
P ZBC? ..(22)
Using equation (20), system of equations (15) - (18) reduces to
A; 24,C, o kK?
e FTt e i)
A o O AL, | kK?
S8 AL et e
4 CTaC P %
24, A a° kK
wid o= +-—1'--a—=-‘8:r(a) +y)p-—— ...(25)

A A 4 A*C?
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Equations (23)-(25) are three linearly independent equations in five unknown parameters 4,C, @, p and 7.
To find a deterministic solution we need two extra conditions.
(i) The law of variation of Hubble’s parameter that yields a constant deceleration parameter.
(i) The shear () is proportional to expansion (9 ) which leadsto .
B=C" | ...(26)

The motive behind assuming this condition is explained as: Referring to Thorne [27] the observations of the
velocity-redshift relation for extragalactic sources suggest that the Hubble expansion of the universe is isotropic today

to within 30 percent. More precisely, the red-shift studies place the limit% <030

The motive behind assuming this condition is explained as: Referring to Thome [27] the observations of the
velocity-redshift relation for extragalactic sources suggest that the Hubble expansion of the universe is isotropic today
to within 30 percent. More precisely, the red-shift studies place the limit , where s is shear and H is Hubble constant.
Collins et al. [26] have pointed out for spatially homogeneous metric; the normal congruence to the homogencous

o
hyper-surface satisfies the condition ) is constant, where @ is expansion in the model.

The average scale factor of Bianchi type III metric is given by

R=(4BCe™ )% ) .27

We define the generalized mean Hubble’s parameter as

1(4, B, C,) R,
H-S(A+B+C ) ..(28)

Since the line element (1.) is completely characterized by Hubble’s parameter H. Therefore let us consider
that mean Hubble parameter H is related to average scale factor R by the following relation
H=kR* ...(29)
where k, >0 and s>( are constants.

The deceleration parameter is defined as

. RR,, ' '




Vimal Chand Jain, Nikhil Jain / Effects of Electromagnetic Field on the............ [S3
From equations (28) and (29), we have
R, =k,R™" .3
which leads to
R, =—k; (s-1)R>" ...(32)
Using equations (31) and (32) in (30) we get
g=s-1 ..(33)
On solving equation (31), we get
1
R=(Dt+c)s when s=0 ..(34) -
and R=c,e® when s=0 ..(35)
where ¢ and c, are constants of integration.
3. Solution of Field Equations
Casel. =0
From equations (20), (26), (27) and (34) we have
3n
A=k" (cst + ¢ )s@nm ...(36)
in
B=l" (03‘ +6 )s(2n+1‘) ...(37)
3
and C =1k (cst + ¢ )s@net) - (38)
ax 1
where J, =¢ 21 and k= pEr
Now the metric (1) becomes
6n 6n 6
ds? = —d® + k212" (cst + ¢, )s@aeD) dx® + 17" (cyt + ¢, Js@neD) dy + 7k (5t + ¢, )o@l dz’ -.(39)
After taking suitable transformations of coordinates, we have
2 6n Gn 6
dsz - _Ez_ + T:(2n+l)dx2 + Ta(2n+l'}d172 + Ts(2n+‘l')d22 (40)
G
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4. Some Geometrical and Physical Properties
Scalar expansion (6) s given as

9=ﬂ+-31+§=(n+2)!2
A B C 2r

Directional Components of Hubble Parameter are obtained as

Hence the Hubble parameter (H) is given as

H=Iz (2n+1)
3nT

Components of shear tensor (o) are given as

and | o5 =0

The shear tensor (o) is given as

1
For our model ois calculated as o 23 T

...(41)

...(42)

...(43)

...(44)

...(45)

...(46)

...(47)

...(48)

...(49)

..(50)

..(51)
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. o_ 2n-1)
Hence the ratio g 1s given as o Jin(n-l- 2) ...(52)
n+l/
Spatial volume (V) is evaluated as V= k[lm 3 /s(2m4) ...(53)
= v IR
The isotropy parameter (A) is given as . (n+ 2)2 ..(54)

which is constant.

From equation (23), matter density (p)is calculated as

- -
oot (n+2)3 a? . 4zK?
- 2 = 6n/ - n+2,
¥ 4 nT ’CZIE”T /z{2n+1} ;(flﬂ}"%z”ﬂ] ] /ﬂ . (55)

From equation (17), we have

KZ
5=_ZB’C’p ...(56)
- --1
o _ 87K? (n+2)3 o 4zK?
e b=- Xn2) T 22 6%(2:«4-1) ) S(HZ/ =t
;[:{uzT A!MI]J k [] e ;[IraT 3(2n+1)

From equation (16), we have

o= —_ o
8xp ;( IIMZTM%J 772 nT? nT? | | ...(58)
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Using equation (18), we get

1 l' 4zK? 2L (1, -c;) a’ ?,
y=- + - + — 87w
L —( ine2 Mt ; 2 6 2 .59
”P[F[;] 27 %J T kzlf"T %(2n+1) nT (39)
where p and o are given by equation (55) and (58).
In the absence of magnetic field p,d,® and ¥ are given as
1| (n+2)8 >
= - :
8?? nTz kzlfnT6%(2n+l) "‘(60)
=0 ...(61)
L
L|2~-D
1| L(-D) * [ n J r
o= - - -—2|c
8o T nT? nT? ...(62)
1 |24(L-D) @’ r
=— = + - 87w
and A I L (63
1

5. Some Physical Aspects of the Model

We find that the directional Hubble parameters as well as the mean Hubble parameter are dynamical. Also
the directional Hubble parameters become zero as T'— oo . These coincide with mean Hubble parameter when

T - o . The volume V of the universe is zero at 7" = 0 for > —1. The scalar expansion (6) becomes large for small
values of T i.e. 8 5> was T — 0. Thus model starts with a big-bang and expansion decreases as T increases. Here

: M,
A(t), B(t) and C(t) are all zero at T = 0 so model has POINT TYPE singularity for s >0,n>0. Tﬂb model has

CIGAR type singuiarity for s >0and n< "}é ."Components of shear tensor (o) diverge for large values of T and
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; .o ; ; g
becomes zero as T — w . Since 1%3-90 , hence the model isotropizes for large values of n. The anisotropy

parameter is finite for » = —2 . The quantity p,® and §are dynamical and all diverge as 77— o for n>0, s>0.
The deviation free EoS parameter of the DE may begin in the phantom (& <-1) or quintessence region (@ > -1) but
o — —1for later times of the universe. One can observe that pincreases when o is in phantom region and attains a
" constant value as » — —1. In the absence of magnetic field § becomes zero and pand o becomes zeroas 7' — o .

Case II. s=0
Using equations (20), (26), (27) anq (35), we have

3kpnt

A=ilie Vmn ...(64)

3kyn
Bope Vnn ...(65)
and Eons glesk%m ...(66)

c;é-a.: /]’f2n+1
where L= i
Hence the metric (1) is given by
6kyni 6leyn 6k,

ds* =—di* + k*I;"e Yoot a2 I3"e %"“aﬁaz +1h"e onst dig? -..(67)

After suitable transformations of coordinates, we have

dr 2
36k

ds? = - +k21§"e”%n+1¢x2 +1§"e"‘%n+ld¥2 +I§”e%”+‘d22 ..(68)

6. Some Physical Properties

For the model (66) we obtain the value of scalar expansion (6) as

0=3%, | ...(69)
Directional Components of Hubble Parameter (H) are obtained as
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_ 3k,n
...(70)
_ 3k,n
H’"zm-l ..(7D)
3k,
3T+l +(12)
and the Hubble parameter (H) is given as
H=k, ..(73)
Components of shear tensor (o) are given as
n-1)k,
-t
o 2n+41 el
-1)k
o,z=(" 2
1 ..(75)
2(n-1)k,
o) =
S ...(76)
and ot =0 ..(17)
Hence the shear tensor (¢')is calculated as
3(n-1)k
cr=£.(_"__)_2_ ...(78) .
2n+1 .
Ll o__(n-1)
'l‘lwrauo-é-nsgmnaa 8 _J§(2"+1) | | ... (79)
Spatial volume (V) is given as
T(nt1
v =kl Be Dhgamen ...(80)

Matter density (p) is calculated as
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1 |%n(n+2); o 4nK>

8 (2n + 1)2 k’;';"e"%mn ; [:”e% - ]2+%
3

!

S5 8zK? 9kzn(n+2); o? 4zK?*
== 2 T, - 2+
E[:;e%mn ]"% (@n 1) g Tem) B[:;e"%tmu) %
The EoS parameter is evaluated as
2 2
o= 1 47K _— Ok, 2(n2+n+1)
87p| _( % (2n+1)
] In /2!!4-1)
Lﬁ‘ 3¢
Using equation (18), we get
1 4nK? 27k; a?
y= ~ 8z

eV 2 T, -
870 "'[:" %M,J %o (2n+1) papmg V)
Ml e 3
where p and o are given by equation (81) and (83). _
In the absence of magnetic field the physical properties are given as

1 9k§n(n +2); o’
87| (2n+ l)2 L If"eu%z"“'}

p'—‘

2 q
gt 2 2(n:‘+n+1)
Sxph (2n+1)

1 27k} o’

- £ - 870
SFP (2” + ])2 kz I;u en%hﬂ}

...(81)

...(82)

s+:483)

...(84)

...(85)

...(86)

...(87)

...(87)
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7. Some Physical Aspects of the Model

In this case scalar expansion (6)is finite and becomes zero at k, = 0. The components of Hubble parameter

are dependent upon n and hence are fixed in terms of T. Similarly Hubble parameter is constant. Shear tensor (cr,-J ) is

. o ;
also dependent on n. Also lim —#0_ 5o model does not approach isotropy for large value of n. Spatial volume is

constant at T = 0 and as 7" — co volume increases given n > -1. Matter density (o) becomes finite as 7' — o , then

& — 0. Eos parameter »depends on pand becomes finite as 7 — oo . In the absence of magnetic field § =0
further pand o are finite for 7' - oo .

8. Summary and Conclusion

We have obtained two exact solutions of the dynamical equations for the spatially homogeneous and isotropic
Bianchi type I model with magnetic field and anisotropic DE. The dark energy component is dynamical which yield
anisotropic pressure. Assuming the law of variation of the mean Hubble parameter, the cosmological models are
given for 5 (0and s=0. The physical and geometrical properties of the models are discussed. W& have found the
explicit form of scale factors and have explained the nature of singularities.

The model represents uniform expansion for s =0 which decreases for later times, while for g (0, scalar

expansion () is constant. Our results have shown that the fluid is anisotropic which yields anisotropic EoS parameter

with the electromagnetic field. It is also shown that o is in the phantom region which tends to a constant value -1 for

later times of the universe.
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Abstract

In this paper, we aim at establishing two generalized integral formulae involving generalized
hypergeometric and the Wright’s generalized hypergeometric function .Some interesting Corollaries of our

main results are also considered. The results are derived with the help of an interesting integral due to Lavoie
and Trottier.
Keywords : Beta andGamma function, Generalized hypergeometric function ,F,, Generalized (Wright)

hypergeometric functions ,V,, Binomial theorem and Lavoie-Trottier integral formula.
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1 Introduction and Preliminaries -

In recent years, many integral formulae involving a variety of special functions have been developed by many
authors [1,4,5,8] for a very recent work, see also [6]. Those integrals involving generalized hypergeometric functions
are of gréat importance since-they are used in applied physics and in many branches of engineering.

In present paper, we established two gcncra]ized integral formulae involving generalized hypergeometric and
the Wright’s generalized hypergeometric function. For this purpose we bcéin by recalling some known functions and
earlier results.
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The Wright’s generalized hypergeometric function due to Srivastava and Manocha [7] is defined by

(04, 4),.. aP,AP = I, T(o; + 4;k) 2
Y, =¥
pYqg " p 4[ (51:31)' (Bq’ E ; l’[“'_lf‘ B;"‘Bk)k' (1.1

J=

Where the coefficients 4;,....4, and By,...B, are real positive numbers such that
g P
1+ B-) 4,20
Jj=1 Jj=1
The function ,¥, [2] reduces to the generalized hypergeometric function ,F;; when

4 =1(i=1..,p) and B; =1(j=1....¢) in(L.1)

Generalized hypergeometric series defined by Srivastava et al.[2] is

LRl GRE e

n

= pFy (1000 ®piBu-.sByia)

where (A), is the Pochhammer symbol defined (for A e C) by [2]

1 (n=0)
(A), = [1(1_4, 1)..(A+n-1)(neN:={1,23,..})

_ LC(A+n)

(%) (AEC\ZE) .(13)

And Z; denotes the set of non positive integers.

We also recall Lavoie-Trottier integral formula [3] for our present study



201 B-1
1 o1y _ N2B-1(,_X X
_[0 x (l_ x) (l -3) (l 4] dx

(2T ()T (B)
‘[3) Farp) - (R(a)> 0and R(6)>0) (L4
Binomial theorem
(l-x)"a=§} (i){’ x" (13)

Relation between Gamma and Beta function

r r
B(Oﬁ,ﬁ)=%;%) (1.6
2. Main Results

In this section, we established twogeneralized integral formulaeinvolving generalized hypergeometric and the
Wiright’s generalized hypergeometric function which are expressed in terms of the generalized Wright hypergeomctric

function , the Wrigﬁt’s generalized hypergeometric function and in Beta function.

Theorem 1. The following integral formula holds true: for p, j € C and R(p)>0,R(p+ j)>0.x>0,

J{: s (1- Jvc')Zp_1 (1 = %)2(9”)4 (1 = %J"_l p¥q [-}’(1 - %)(1 . x)szx

2 \2P+)) (al,Al),...,(aP,Ap),(p,l);
|2 T(p+ ), pu1Pos )
5716 1'(B:sBl)s---’(Bchq)’(ZP+.fal);} ¢

Proof: By applying (1.1) in the integrand of (2.1) andinterchanging the order of integral sign and summation

which is verified by uniform convergence of the involved series under the given condition, we get
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R S

_ i l'lf=11"(aj : § Ajk)yk j.l Pl (1- x)2(p+k)—l (1 _£)2(9+J')—1 (1 B £){9+k}—l i
iso T T(B, +Bjk)k!

- Applying integral formula (1.4) and then using (1.3) we get

T(p+j) Y

(zjz(pu) 0 njzlr(a}_ + Ajk)yk Lo+ )
13 iz 9T (B; +Bjk)k! T(20+ ) +)

which, upon using (1.1), yields (2.1),This completes the proof of Theorem 2.1.

Theorem 2.2. The following integral formula holds true: for o,feC and

R(B)>0,R(x+n)>0,R(cx) >0,x>0,
- Y 2(a+n)-1 B-1 i
[ ‘(1,—::)231(1-%‘) [1—%) (1-xy)™ dx

20 .
i [%) B(o,B): 2R [aafé;%} .(2.2)

Proof: By applying (1 - xy)™" in the integrand of (2.2) andinterchanging the order of integral sign and

summation which is verified by uniform convergence of the involved series under the given condition, we get

1 g e 2(a+n)-1 B-1 N
Io t’”(1 xzﬂltl—-—] (l—i-} (1-xpy)” dx

E (Y),,yn J' () 1( EJZ(M”)_l[I-%)ﬁ_ldx

n=0

Applying integral formula (1.4) and then‘usiqg (1.3) we get

B TR L wranls)

n=0
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which, upon using (1.2) and (1.6),yields (2.2),This completes the proof of Theorem 2.2.
Corollary 2.1. Let the condition of Theorem 2.1 be satisfied ,then the following integral formula holds

true:for 4 =1(i=1..p) and B;=1(j=1,...,9q)

[} a0t (1 et [1 - §)2(9+j)_1 [1 = %)p_l v (y(l - %) (1-x)? ]dx

2P (p + )T (p) e R 8
=[§J 2P+ J) \p) .(23)

R
r(2p+.]) 'P+1 i [Bls---sﬂq’zp+j; ’

Corollary 2.1. Let the condition of Theorem 2.2 be satisfied ,then the following integral formula holds true.

2(a+n)-1 B-1
I{: x®1 (1-x -1 [l —-135} (l - %] - (1-xy) 7 dx

..(2.4)

(@ q,[(a,l),(v,l);z;_y]

“\3) T() > (a+B1); 9

Proof. Same in similar manner of the proof of Theorem 2.1 andTheorem 2.2 we can prove Corollary 2.1 and
2.2 by using definition given in (1.1) and in (1.2). Therefore, we omit the details of the proof of Corollary 2.1 and 2.2,

3. Concluding Remark

Here we briefly consider another variation of the results derived in the preceding sections. generalized
hypergeometric function are important special functions that arise widely in science and engineering. Certain special
cases of integrals involving the generalized hypergeometric function have been investigated in the literature by a
number of authors with different arguments . Therefore, the results presented in this paper are easily converted in
terms of a similar type of new interesting integrals with different arguments after some suitable parametric rep!acements
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Abstract
The g-Laplace transforms of the basic analogue of H-function of two variables have been evaluated
in the present paper. Applications involving the basic analogues of Foxs H-function have also been established,
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1. Introduction

Few years ago, Yadav and Purohit [9]-[11] evaluated the g-Laplace images of a number of pol}nomials and
generalized basic hypergeometric functions of one and more variables, including the basic analogue of Fox’s H-
function(due to Saxena, Modi and Kalla [7]), and Purqhit, Yadav and Vyas [5]obtained g-Laplace transform of a basic
analogue of the J-function (due to Saxena and Kumar [6]).Abdi [1] has investigated the fundamental properties of the
g-Laplacetransforms and established several theorems related to g-images of basicfunctions.

The main object for this paper is to evaluate the g-Laplace transform of basic analogues of the A function of
two variables. Interesting special cases of the main résult are also discussed.

Hahin [3] defined the g-analogues of the well-known classical Laplace transforms -
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()= j e S f(dr, s>0
0

by means of the following g-integrals
-1

1 5
oLl FO) = g Eq(gs)/ ()d(t:9)

1 o]
and als YO = ({ eq(-s)f(0d(tq) ,

(1-
where Re(s) > 0.
The basic integration is defined as(cf. Gasper and Rahman 2D

[f0dg)=x -9 Y " 1(xq*)
&,

k=0

By virtue of the result (1.4), operator (1.2) can be expressed as

@D 59’ f(57'g")
=L =
o(8)=,L{f (1)} s ; (:9);

The correspondence defined ir (1.2) and (1.5) shall be denoted symbolically by

SO, 00),

(L1)

...(1.2)

..(1.3)

...(1.4)

..(1.5)

where the function f(#) is called as original function, while the function ¢(s) is termed as the g-Laplace

transform or g-image of the original function f(t) :

Particular for f(¢) =4#"' (cf. Purohit and Kalla [4])

T, (»)

Lt} = "37—(1 -9, Re(s)>0

For real or complexcr , and 0<|g] <1, the g-shifted factorial is defined by

if n=0

@ :Dn :{(1_qa)(l_qa+1)___(1_qa+n—l)’ if neN,

. (L6)

- (1.7)
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_ 1-(y/x)q
also =) =x Hl (y!x)q,,ﬂ,] .(1.8)

. - _ )
r,@)= (q,q)wofl—q) _a q)z:} ) (q,q)i __11
(0 2a) (1-9) (1-9)

and ...(1.9)

where @ #0,-1,-2,...

Following Saxena, Modi and Kalla [8], the basic analogue of the H-function of two variable is defined as:

(c7.7)
FAME)MN) |21 (@), (a'.a") | _
C.D(P1ON(P30))| 7, q (d-5,6')

5,5, 8)

__ 1 [ X1(5,9) X, (t,9) X3(5,1,9)(21)° (22)’ dsdi
_(2 ')2 Glg" ™*)G(¢'™") sin wssin 7 ¢ ’ - -(110)
#1 ctes 1 |

where |q| <1, logg=-0=—(w+,) ,wyand @,are real constant

| .
G(q“)={1'[(l ‘”"} =(qa'lq) , (111

M, ‘b —p:s M l-a —-a,s

Tte@ ice ™
Jj=1 j=1

Also  Xi(s.9)= ﬁG( 1-b,-f;s ) ]‘[G(qa —ajs), ' (112

)

My prpt Ny o lea -
ffeq” " eq ™"

j=1 j=1

XZ(I,Q): lQl—IG(ql_bji_ﬁf.r) Iﬁ[G(qaf'_ajls) , ' .. (1.13)
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1- c +y 5ty 't
HG( I J )
=1
and X3(s,t,q) = . . (1.14)
—y s=y 't I-d +8,54+8,'t
]___[G( il )HG( PR )
j=A+1 i=

The coefficients 7; and 7', (1</<C); Jjand 0’ (1<j<D); «; (1<j<h),

a;'1<j<P),B; (1<j<Qy), B; '1<j<0), are positive number A,C,D,P,P,0,,0,
M{,M,,N,and N, are non negative integers, satisfying the f‘ollowing inequalities

0<A<C,0<M,;<Q;,0<N; <P, D>0;Vie{l2}.

The contour Cl* and C; are line parallel to R; (w;s) = 0(i =1,2), with indentations, if necessary, in such a
manner that all the poles of G(q% ~#%) for j e {1,..,M,} and G (g% ~Pi*yfor j e {L,.., My}, lies to the right

and those of G(ql‘df‘713+71"‘ ) for jefl,.. LA}, G( GrESy for jedl,.. N} and G(q l-a,+a;'s y

for je {I,. ..Nj } lies to the left of the contours . An empty product is interpreted as unity. The poles of the integrand

are assumed to be simple.

Further, ifweset @ =a '=f =f'=y =y '=6 =6 '=1 then the definition (1.10) reduces to basic

analogue of Meijer’s G-function of two variable as under;

(c;L1) ClyenrCC
HA’(MI:Nl)’(MZ!:NZ) zZr (a,l);(a',l) s A, (My:NDL(M 5:N) ] ” a,...aﬁ;al‘...,aPz‘
CDEP 1 QDB Q2D 2, ot (d;1,)) C.D(P1ODP 20Dz, di,....dp
(5,1);(8',1) by,...bg;by'-...bg, "
1 R OT0D @) @) 4y

(2:':1')2 ctcs G(q 1= S)G(ql sinzssinzt -(L13)
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M, b -s Ny l-a _ +
[164 " HIlGae ™
J Jj=1
where h(s,9) = 9 P
1-b, +s5 1 -5
[I6a@ /) TI6@" ™)

Jj=M;+1 J=N+1

i ~...(1.16)

[1GGe ’ HIIG
1= J=1

9 1-b '+ H -
[1Ga@ ') TI6@™ ™)

J'=M2 +1 f=N2 +1

Y(t.q9)=

) | .(1.17)

A l-c  +s5+'t
[1Gg
and Y3(s,1,9)= =

C - ..(1.18)

P D
[1G@ "’ ~ HIIG4
j:A-I-I j:l

1-d  +s+t
J

)

It is interesting to observe that for 4 =(C =D =0 in (1.10) the basic Fox’s H-function of two variables

 reduces to a product of two basic Fox’s H-functions of one variable as under;

0, (M}NI),(MziNz) z] (a,a); (a"a|)
0.0(P1 Q0P 20Dz, 7 |3, 5):(0', 8)
_gMuNy | @e)| N, | (@)
_HP]s1Q1 ll:zl,q (b,ﬂ)} HP:QZZ[zzsq (b'sﬂ')]’ ...(1.19)

where the basic analogue of Fox’s H-function of one variable due to Saxena, Modi and Kalla [7] is given by

ﬁG(qu_ﬁjs) i'_l_[G(ql_aj +ajs) o
‘Hﬁléfl[x;q gj’;{l:Z:ﬂ'I B j=11‘b +p iy ' ds,..(119)
’ € TIGGq "77) TIG@" ) G(g"*)sinxs

j=m1 +1 j=n1 +1
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where 0<M;<(Q;, 0Ny <P, &;sand B s areall positive integers. The contour C is a line parallel to
Re(w s) = 0 with indentations if necessary, in such a manner that all the poles of G(qbf —bBys ), 1< j <M, areto

the right, and those of G(ql'af raye )» 1< j < N totheleft of C. The integral converges if Re[slog(x)—logsin 73] <

0 for large values of |s| on the contour C i.e. if |{grg(x)—w2w1'1 10g|x[}'<;r, where 0<|q<l,

logq =-w=—(w; +iwp), w,w;,w,are definite quantities. w; and w, being real.

Further, if weset @; =f; =LV i and j in (1.19), we obtain the basic analogue of Meijer’s G-function, due

to Saxena, Modi and Kalla [7], namely

M],Nl . (asl) _ Ml*Nl ; dy,...,a 4
HPI:Q] |:x’q (b,l) _GPI'QI . blr"’bB

M, . M .
HG(qu S)HG(ql aj+s) p—

1 j=1 Jj=1
& I ds
2 9 = 5 = ...(1.20
Tl ~ l—iG(ql bj+s) l—llG(qaf S)G(ql"s)sinm ( )
j=m1+1 j:nl-[-]

where 0< M, <0;,0< N, <R and Re[slog(x)—-logsin ] < 0.

2. Main Results

Theorem 1: If p and o beisz any positive integers, then the following g-Laplace of a product of two basic
functions holds:

(c;7.7")

P Y U |
L d A g AN (MaNy) Zx -q (a,a),(a ,a')
qpP C.D,(P, Q)P ;03) zzxﬂ‘ 3 (d,é‘, 5|)

(4.5, 8"
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| A-24p,0)(c7.7")
—AHAH (M ND(M:N3) (z,p” i .q (a,a),(a',a')
C+LD,(P @ )M(P 2Q2) (Zzp_l )d ? (d;a’é-r)’_. L.(2.1)
.58, 8)

where Refslog(z;) —logsin 7 s] <0, Reftlog(z;) —logsin 7] <0 and for arbitrary A.

Proof of theorem 1: We consider left hand side of equation (2.1) ( say L ) and make use of the definition

(1.10) to obtain

X,(5,9) X, (6,9) X, (5,1,0) (2,x")’ (2,%7)
=1
L “{x (2;::) I I G(g™)G(q"™") sinz s sin 't de‘}

On interchanging the orders of integration and Laplace operator which is justified under condition given with

(1.10) we obtain

II X,(5,9) X, (t,9) X5(5,1,9)(2,)" (z5)'
(271r:)2 G(g"*)G(q'™") sinzs sin 7t q

On using the known result (1.6) the above expression reduces to

Xl(SsQ)Xz(ta‘)7)Xs(«sat,‘l)(:z-'l)s("'z)r
(2;:1)z ‘[ I G(q"™*)G(q"")sin s sinzt dadt

l"q(ps +ot + ,1)(1 _q)ps+m+3_|

p s+o t+d ’

which on using the definition (1.10), reduces to the right hand side of the theorem 1.

: | (1-4p,0) (¢;7.7")]
i 1y (a,a);(a',a")
= prA A, MeN)MN:) (zp7) : LR R
P Hcupa, (P, 0 )P.Q 2) (zzp—l)cr 1 (d;8,8"
] (5. 8% (68"

Lp {xp s+a £+A~1} ds dt .
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Theorem-2:1f Re(u) <0and p being any positive integers, then for arbitrary ;] , the following result holds:

(cr.7")
= 1:4¥) 2Ny z xP 3 (a,a);(a',a')
WA ng.'gfpﬁ(;{P:rQ)ﬂ ]zz ! (d;5,8")
1 (6, 8);(8', B")
-Gy
= A G (zp™")  |(A-4p)(a)(a,a')
C,D(P +1:Q\)(P Q) z, % : (d;(s,(s‘), : (22)
6,80, 8)

This is valid under conditions given with (1.10).

Theorem-3: If Re(4) <0and o being any positive integers, then for arbitrary J ,the following result holds:

;7.7
Ay AN M) | 2 (a,@);(a',')
qu xz ng-I(;‘:P‘:VQJl()TPfQ)ZJ zlefr ’ (d’(; 5')
&, B), (8", B')
i ©7.7)
= p A H A MNOOLN ) % .q (a,2),(1-4;0),(a',a")
e (d;8,6"), (2.3)
| i @.B0®.) |

This is valid under conditions given with (1.10).

The proof of theorems 2 and 3 follows similar as proof theorems 1,
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3.Special cases

fweset @ =a '=f =p '=y =y '=8 =6 '=o=p=1 in(2.1) and make use of the definition (1.14)

we obtain the following results involving the fractional order derivatives of basic analogue of Meijer’s G-function of

two variables;
CpseensCe
. (] 1
L 1 x3 1 GAMNIMLN,) Zx g ay,...ap .0, ..., Ap, >
qp C,D,(Py:Q).(P3@3) z,x ’ dl,...,dD
. ] |
L ! bl,...bgl,bl ceerbg, |

Z)
=p_3GA+L(MINI).(M3;N=) A q algo-.aﬂ aal -
C+1,D+1,(P QP 5 ’ :
+ +1,( IQI)( Z'QZJ z/ dl"”’d'ﬂ’
# b

which are valid under the conditions given with (1.10) and for arbitrary 1 .
ifweset 4 =C = D = 0in result.(2.1) and making use of the known n_asult the result (1.19),

then we obtain the following g-Laplace of a product of two basic functions:

@) ] | o | @)
(b,ﬂ)]HP"Q’ {"‘2" , (b',ﬂ')]}

A-1 gy My.N, p.
qu{x HR-Ilel:zlx -4

(1-4;p,0)
4 771 (MyNL (M yN,) (le-l)p
=p— Hl.’O,(*‘%:ét})’,EPJZin (Z p—l)a' q (G,C,Z);(G',O!') :
: (b, B)(b'.8) |

where Re[s log(z;) —logsin 7s] < 0, Re[tlog(z;) —logsin 7 ¢] < 0 and for arbitrary 7 .

L(3.1)

...(3.2)

We conclude with an observation that the method used here can be employed to yield a variety of interesting .\

results involving the expansions and transformations for the gencralized basic hypergeometric functions of two variables.
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Abstract

This brief considers the order reduction using the optimization method.Recently, the Bacterial Foraging
oprimi.ltation (BFO) technique has attracted considerable attention among various mbdem heuristic optimization
techniques. The problem of reducing a high order system to its lower order system is consfciered important ip
analysis, synthesis and simulation of practical systems. In this paper, BFO optimization and dominant pole
retention technique has been discussed such that the reduced order model retains important ch:aracterisrfcs of
original system and approximates its response subjected to unit step input. BFO method is based on the
minimization of the integral square error (ISE) between the transient responses of original h}gher order and
the reduced orderl models in order to calculate numerator coefficients of low order model, whereas the dominant
pole retention technique is used to calculate the coefficients of denominator polynomial.The method is
illustrated through numerical example available from the literature.

Keywords : Order reduction, BFO, Dominant pole, Integral Square Error.
1. Introduction

Many physical systems are translatedinto mathematical model via higher order differential equations. The
exact study of high order systems (HOS) is both tedious and costly as HOS are often too complicated to be used in
real problems. Hence, simplification procedures based on physical considerations or using mathematical approaches
are generally employed to realize simple models for the original HOS. It is usually suggested to reduce the order of
this model while keeping the dominant behavior of the original system. This will help to better understanding of the
physical system and reduce computational complexity, reduce hardware complexity and simplify the controller design.

This naturally then motivates the use of model order reduction to obtain reduced- order model, which should provide
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an adequate approximation of the original system response to particular inputs[1-2]. The problem of reducing a high

order system to its lower order system is considered important in analysis, synthesis and simulation of practical

systems. In this paper combined advantages of classical technique and error minimization by Bacterial foraging
technique (BFO) is intended. In this al gorithm, coefficients of denominator polynomial of reduced order transfer
function model are obtained by dominant pole retention criterion[1] and the numerator coefficients are determined by
minimizing the integral square error (ISE) between the transient responses of original high order system and reduced
order model using BFO techn ique[1-2]. The proposed algorithm is applied to the hydro-electric power plant[2]. The
method preserves the stability in the reduced order model if original HOS is stable. There are various techniques for
order reduction available in the literature[5-13]. The suggested method is simple and computer oriented.

Bacterial Foraging Optimization- The bacterial foraging optimization (BFO) proposed by Passino in the

- year 2002 is based onnatural selection that tends to eliminate animals with poor foraging strategies. After many

generations, poor foraging strategies are eliminated while only the individuals with good foraging strategy survive

signifying survival of the fittest. BFO formulates the foraging behavior exhibited by E. coli bacteria as an optimization
problem,

Strategy- The information processing strategy of the algorithm is to allow cells to stochastically and collectively
swarm toward optima. |

® Chemotaxis:This process simulates the movement of bacteriathrough two ways swimming and tumbling,
Biologi'cally an E.coli bacterium can move in two different ways. It can swim for a period of time in the same
direction or it may tumble in different direction, and alternate between these two modes of operation for the
entire lifetime [3-4].

. Swarming: An interesting group behavior has been observed for several motile species of bacteria including
E.coli and S. typhimurium, where intricate and stable spatio-temporal patterns (swarms) are formed in
semisolid nutrient medium. A group of E.coli cells arrange themselves in a traveling ring by moving up the
nutrient gradient [3].

. Reproduction: The least healthy bacteria eventually die while each of the healthier bacteria (those having
lower value of the objective function) split into two bacteria, which are then placed in the same location. This
keeps the swarm size constant[3]. |

© Elimination and Dispersal: Sudden changes in the localenvironment where the population livesdue to various
reasons e.g. a significant rise of temperature may kill a group of bacteria that are currently in aregion with

high concentration of nutrient gradients.

Events can take place in such a manner that all the bacteria in aregion are killed or a group is dispersed into

anew location[3-4].
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Dominant Pole Retention technique- In the suggested technique, coefficients of denominator polynomial
of reduced order transfer function model are obtained by dominant pole retention criterion. According to this method,
the poles nearest to origin are retained. In this method, denominator coefficients of low order system’s transfer
function are chosen as dominant poles of original high order systems. Dominant poles are taken as they have more
effect on system[1] [5]. '

2. Problem Statement

In this paper, denominator coefficients of low order systems transfer function are chosen as dominant poles

of original high order systems while numerator coefficients are obtained by minimizing the ISE between the transient

responses of HOS and LOS using BFO.

2 n-1
+a)s+ays” +...+ays
Gp(s) =D TA T2 3 B ()
by +bis+bys oot by
Consider an % order SISO LTI system with the following transfer function:
with the eigen values of the system to be:
—)Ll < "'kz L —ln. ' el(2)
Let the reduced order model be:
0l +0S +0ip5% +... 4 o™
Gr(s)= (3

|30+Bls+|3232+...+|3,.sr

The coefficients of the denominator of G (s) are chosen such that the eigen values of the low order system
are the dominant roots of the full order system as follows:

=A] <A <. < =Ap. (4
while the coefficients of the numerator of transfer function are obtained by BFO algorithm.
3. Numerical Example

The transfer function based on numerical values of the 6" order SISO model of hydro electric power system

given by transfer function [2]:

.(5)

- —0.1s5 —2.615% —7.3435> —4.8755% —0.0417s
6 -
§6.+26.09995° +73.43315% +32.08335> +6.24975% +1.16665+0.0417
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Poles of the above system are:
A1 =-0.0440, 17 =—0.0442 + j0.2048, A3 =-0.0442-j0.2048,14 =—0.3546, A5 =-2.6507, Ag=—22.9622.
The coefficients of the denominator of G,(s) (reduced order model) are chosen such that the eigen values of

the low order system are the dominant roots of the full order system. Taking dominant polesi; = —0.0440,

Az =—-0.0442 +j0.2048, A3 =—0.0442 - j0.2048, 4 =-0.3546.

s? +0.48705° +0.09472552 +0.018873s +0.0006847

Therefore, the denominator polynomial will be:

s4 +0.48705° +0.09472552 +0.0188735+0.0006847 ...(6)

while numerator polynomial of transfer function is obtained By BFO. So reduced order transfer function will

~0.3037s° —0.0833652 —0.0004s — 2.89¢ 003

Gat)=— 9. 2
s% +0.48705> 10.09472552 +0.018873s +0.0006847

(7

4. Results
In this technique,order of this model is reduced while keeping the dominant behavior of thé original system as
closely as possible for step input.The ISE between HOS (6™ order) and LOS (4" order) is1.099.Step responses of
original HOS and reduced LOS are compared as shown in Fig.1.

“ __‘__StepResponse _
II. \\
"\ RN
e N Theis o - S H
i) sl. ""f ! S B e,
a %6 1 150
Time (sec)

Fig.1: Step response of High order & Low order systems

From the Fig.1, it can be seen that the step responses of HOS and LOS are matching with each other.
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5. Conclusions

In this paper, it was shown that Bacterial Foraging Optimization with Dominant pole retention method is a
useful tool for the solution of model reduction .problems. The reduced order modeling is doneto obtain the lower order
approximate (4th order model) of higher order system(6th order model) through the Bacterial foraging optimization
technique and Dominant pole retention method. The step responses of HOS and LOS are compared, which matches
with each other. The ISE between HOS and LOS has also been calculated. Computational time is about 30 seconds.
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Abstract

Reversible Logic Technology phenomena has emerged as potential logic design style for implementation -
in Quantum Computing, VLSI Design and Dissipation less Computing. Our design methodology is based on
first analyzing the Binary and Ternary circuits using their approach and then replacing them with their
equivd!ent realization using Balancing in Quaternary Logic. Based on this technology, we proposed three
balanced quaternary reversible logic gates and these are- NOT Gate, Feynman Gate amf Toffoli Gate. By
using these balanced quaternary reve‘rsible gates Half-Adder, Full-Adder, Multiplier etc. circuits can be designed

easily with their best performance.

Keywords—reversible computing; M-S gate; Feynman gate; Toffoli gate.

L. Introduction

Multiple-valued logic synthesis, specially, binary logic synthesis is the mostr’traditional,l bﬁsis for quantum |
computation (QC) [1]. Several advantages are offered from multiple-valued logic over binary logic, such as more
powerful quantum information processing, better sequrity for quantum cryptography. Among them GF(4) [2] based
synthesis of quaternary reversible logic plays a very important role in reversible computing. Several different type
gates like NOT gate, Feynman gate, Toffoli gate etc. plays important role in reversible computing. The advahtages of
this approach is that quaternary logic functions having many input variables can be expressed as quaternary Galois

field sum of products (QGFSOP) e_xprcssion and can be realized easily with quaternary Feynman and Toffoli gate [3].

After analyzing the synthesis of ternary reversible logic it finds that a considerable number of good works

have been done, but it has some limitations that conventional binary logic functions cannot be easily represented using
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the ternary base and the developed methods are applicable only for logic functions expressed in ternary base. Using
the quaternary logic, not only quaternary logic functions but also binary logic functions can be represented by 2-bit
together grouping into quaternary values. For a Hilbert space with N dimension, a binary system requires n,= log,N
qubits (quantum bits), whereas a quaternary system requires n,= log, N =log N/2 qudits (quantum digits). Muthukrishnan
and troud [4] proposed a family of 2-qudit multiple-valued (d>=2) gates, which are realized in liquid ion-trap technol-
ogy.

This paper introduces the balancing rules and their implementation for quaternary reversible logic gates. In
quaternary logic 4-digits 0,1,2 and 3 are realized and these states are called quaternary standard states and these four
standard states are replaced by -2,-1.+1 and +2, respectively. For more precise representation, some convenﬁons are
also assumed for balanced quaternary logic states. -2 and -1 states are assumed Low (L) and High (H), respectively.
All integers can be represented in balanced quaternary. Any un-balanced (standard number) quaternary can be
converted into balanced quaternary notation by subtracting +2 and +1 from 0,1 and 2,3, respectively. For example,
(2301),,,,. = (12LH),, = (177),,.

This paper is summarized in different sections are as: Reversible logic in section II, The Basics of Quaternary
Algebra in section I1I, Related work in section IV, Proposed balanced quaternary reversible logic gates in section V

and Conclusion with future scope in section VI.

II. Reversible Logic

A. Reversible I.ogic Conditions

0 Number of output variables must be equal to the number of input variables [5][6][7][8].
a “Bijective condition” must be satisfied. It means one to one unique correspondence between input and

output variables [5][6][7][8].

Q To make a function reversible 0 or 1 bit must be added for input garbage for output. 0 and 1 bit lines are
called ancilla lines [5][6][7][8].

Q The number of constant inputs and outputs must be minimum as should as possible [5][6][7][8].

Q Fan-outis not allowed in reversibility [5][6][7][8]. .
NOT gate is only conventional gate which shows all the reversible conditions and come into the category

of reversible logic gates [5].
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B, Reversible logic Gates

The basic reversible logic gates are NOT gate (NG), Feynman gate (FG) [9], Fredkin gate (FR) [10], Toffoli

gate (TG) [11].

C. Unitary Matrix

A square matrix is called unitary matrix which has complex entries and which inverse is equal to its conjugate

transpose U, It means that U*U = UU" = I, where U" is the conjugate transpose of U and I is the identity

matrix. A unitary matrix represents the input-output combinational relation of gate/circuit. The truth table of

feynman gate is shown in table I with its unitary matrix in table II.

TABLE L Truth table of feynman gate

Input Output
x y x y
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0

TABLE II. Unitary matrix of feynman gate

Output
000110 11

0 0

00
Input (01
10
11

[ ) B
—lo|lo| o

1 0
0 1
0 0

IIL. The Basics of Quaternary Algebra

The set Q _ has the elements (0, 1, 2 and 3) exhibits an algebraic structure of quaternary Galois Field (GF (4)).
of _ Ty

The two binary operations addition and multiplication are defined in Tablelll (a) and Table1 (b)

TABLE III (A) GF(4) AopitioN; (B) GF(4) MULTIPLICATION

+{0[1]2]|3 0]112(3

010111213 0/10/0(0]0

111(0(3(2 110(11(2]3

21213(0(1 210121311

3(312(1]0 3/10(3|1]2
) (®)

(A1) a+(b+c)=(a+Db)+ c(associative law for addition)

(A2) a+b=b+a(commutative law for addition)
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(A3) Thereis an element 0 such thata+ 0 =a for all a

(A4)  For any a, there is an element (—a) as a + (-a) = 0

(M1) = a-(b-c)=(a-b)- c (associative law for multiplication)

(M2) a-b=b-a (commutative law for multiplication)

(M3) There is an element 1 (not equal to 0) such thata- 1 =a forall a
(M4) For any a # 0, there is an elementa' asa-a' = |

(D) a-(b+c)=(a:b)+(a-c)(distributive law)

The axioms rules are also defined from above described tables.

IV. Related Work

By survey of different reversible logic gates/circuits we find that reversible gates NOT, Feynman, Fredkin,
Toffoli are made by the researchers with the help of different approaches but some weaknessesare in the gate/circuit
design. ,

Realization of quaternary reversible circuits is more complex to reversible binary circuits. Recently, re-
searchers have addressed a very few but promising research articles on realization and implementation of quaternary
reversible circuits. In 2006, Mozammel H. A. Khan [12] proposed a successful implementation of quaternary Feynmanl
and Toffoli gate. The realization of quaternary Feynman and Toffoli gate is shown using M-S primitive gate. Md.
Mahmud Muntakim Khan et al. [13] addressed an optimized realization of quaternafy Toffoli gate in 2007. In 2008,
Mozzammel H. A. Khan [12] proposed a improved (from previous work) realization of quaternary Toffoli gate using
quaternary control shift gates. Finally in 2013, Bikromadittya et al. [14] proposed the balanced ternary reversible logic
NOT, Feynman and Toffoli gate. With the help of literature we find that all balanced reversible gates are not standard

gates, so some approaches are necessary to build the gates/circuits standard, are discussed in this work.

V. Proposed balanced Quaternary Reversible Logic Gates

For the design of quaternary balanced reversible gates four states — 2, —1, +1 and +2 are used for corre-

sponds to 0, 1, 2 and 3. The unique column vector representations of these states are represented by Figure 1.



== e

o o o =

Fig. 1. Vector Representation of Balanced Quaternary States

A. BALANCED QUATERNARY NOT GATE

It inverts the input to the corresponding output of the input, e.g. -2 inverts into +2 and -1 inverts into +1. Fig.

8 shows the symbol of Balanced quaternary reversible NOT gate with its Truth Table.

. _®_x'

Fig. 2. Symbol of Balanced Quaternary NOT Gate

TABLE IV. TRUTH TABLE OF BALANCED QUATERNARY NOT GATE

Input Output
A A
+2 -2
+1 -1
-1 +1
-2 +2

The unitary matrix of the balanced quaternary reversible NOT gate is as- -

-2-1+142
-21010]0{(1 0001
-110(0([1]0 0010

—
+1|10(,1(0(0 0100
+2|/1]0(0(0 1000

Fig. 3. Unitary Matrix of Quaternary NOT Gate
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The Figure 4 shows the balanced quaternary NOT operation e.g. input -2 produces +2.

0001 1
0010 0
X
0100 0
1000 0

Fig. 4. Balanced Quaternary NOT Operation

B. BALANCED QUATERNARY FEYNMAN GATE

It is a 2*2 reversible logic gate. The 1% input is unchanged for the 1% output and the 2™ input is changed by
the balanced quaternary NOT gate. It is not dependent on the 1 input. Table V and VI shows the operation and Truth
Table of balanced quaternary Feynman gate. '

TABLE V. BALANCED QUATERNARY FEYNMAN OPERATION .

Control Input Target Output
-2
-1 NOT of Input
o+
+2

TABLE VI. TRUTH TABLE OF BALANCED QUATERNARY FEYNMAN GATE
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Input Output
A (Control) B A=A  [B’=F(A,B)]
-2 -2 -2 +2
-2 -1 -2 +1
-2 +1 -2 -1
-2 +2 -2 =2
-1 -2 -1 +2
-1 -1 -1 +1
-1 +1 -1 -1
-1 +2 -1 -2
+1 -2 +1 +2
+1 -1 +1 +1
+1 +1 +1 -1
+1 +2 +1 -2
+2 -2 +2 +2
+32 -1 +2 +1
+2 +1 +2 -1
+2 +2 +2 -2

Figures 5, 6 and 7 show the symbol, unitary matrix and column vector representation of balanced quaternary

Feynman gate.

4 P=4
B —@— 0 =f4B)

Fig. 5. Symbol of Balanced Quaternary Feynman Gate
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Fig. 6. Unitary Matrix of Balanced
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=2-2,-2-1,-2+1,-2+2,-1-2,-1-1,-1+1,-1+2,+1-2,+1-1,+1+1,+1+2,+2-2,+2-1,+2+1,+2+2.

Figure 8 shows the Feynman operation when the Input -2-2 converted into -2+2 Output.



C. BALANCED QUATERNARY TOFFOLI GATE

It is a 3*3 reversiblg logic gate. The 1* and 2™ inputs are unchanged, and the 3" input changed by the
b balanced quaternary NOT operation on the 3™ input to convert 3™ output. It is also not dependant on the 1* and 2™
| input which can have any quaternary balanced states. The balanced quaternary Toffoli operations are shown by the
table VII. -

Figure 9 shows the symbol of balanced quaternary Toffoli gate, which is newly proposed, with Truth Table

(table must be too large, so here we are not showing here its truth table).

TABLE VII. BALANCED QUATERNARY TOFFOLI GATE OPERATION

Control Input Target Output'
A B
; Any Any
NOT of Input
A P=A
B I Q=8

Y

@ R=f(AB,C)

Fig. 9. Symbol of Balanced Quaternary Toffoli Gate

V1. Conclusion and Future Scope

Due to efficient realization of balanced quaternary logic there would be a very high prospect to generate
quaternary reversible logic gates. In this article, a significant realization of balanced quatemary reversible gates is
proposed which will promote a standard balancing in reversible computing. We have proposed a methodology and

; balancing principles for the realization of balanced quaternary reversible gates. It significantly optimizes the hardware

complexity of our proposed design of balanced quaternary reversible NOT, Feynman and Toffoli gates.

With the help these proposed approaches for balanced quaternary reversible gates half-adder, full-adder and

multiplier circuits can also proposed.
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Abstract

With continuous growth in demand for high speed computations, future sustainability of current
technology come under question amongst the alternative technologies. Memristor based design has become
interesting option. Memristor is a low cost element that can implement an imply gate. We designed a new
synthesis method for ternary circuit with single output using implication gate in memristor. We realized only
two working memristor. By this algorithm we minimize the number of pulses and delay time in sum of product.
In this work, finally we find the result with high quality and fast.

Keywords— Memristor; number of pulses; Material Implication (IMPLY) gate; sequential realization of

combinational logic; Logic Synthesis; Ternary Logic

I. Introduction

In the electrical engineering some basic elements like resistor, capacitor, and inductor are used. In 1971 Leon
Chua found fourth element memristor. Memristor consists from memory and resistor [3]. Memristor is a two terminal
device and programmable. Basically, Memristor used for Memory and used for store information. The memristor
synonyms first time by Hewlett-Packard Corporation in 2008 and emerged many applications [6]. Memristor have
been proposed for standard binary combinational logic [1, 6], multiple valued and fuzzy logic [7, 5] memory design
logic in-memory design [5], and analog circuits [4]. Our work is motivated for low cost calculation.

Memristor is used for input, output, latch in different stages of the computing process and computational
logic. The memristor is used for advance computer architecture, store information inside the memory. In the memristor
the imply gate behavior as a switch. The Imply gate and memristor are combine the boolean operator and memory

[7]. .
_ II. Background of Memristor
Menmristor behavior similar to resistor because its resistor also depends on past state. A memristor has
voltage based memory and voltage depends on its past state so memristor behavior like resistor and also its unit is
ohm.
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Memristor is used in different types of computations Memristor is non-linear, analog, and memory properties
with passive electrical elements. It was shown an imply gate in ternary form used in working memristor like T={0, 1,

2} here 0 is unknown 1 is true and 2 is false state of a memristor. The memristor is used for memristance.

III. Realization of Basic imply gate with ternary logic
The Imply gate is a basic gate and we represent this gate by P?Q equal to ?P+Q. This gate also called
Implication gate and we can realization the basic gates NOT, AND, OR, NAND [24] using implication gates in
logic synthesis. In the truth table if =P =0 and Q =2 thenresult be 0, =P =2 and Q=0 then result be 0 if — P
=1and Q=0thenresultbe 1.

TABLE II. TRUTH TABLE OF IMPLY GATE IN TERNARY

P— 0

S S = "
R - o - o= o |

-
0
1
0
0
1
2
1
1
1

IV. Imply Sequence diegram wih woking memristor

We have design a circuit using imply sequence diagram notation. This notation is used to design application of
synthesizing and analyzing the memristor circuit. In this notation we used this § symbol represents a pulse applied to
it. In this notation, we used horizontal lines represents physical memristor. The top most side input always be negative.
In this memristor the left side value be negative and right side valve is the value of the memristor. Here 0 is also

indicated additional input

A
B
g C
- .
C - ww—B—&-x-B-Br
th 88028 ABCD WM2 8 8

BC+AD

Fig. 1. Imply sequence Diagram (ISD).

(a) Synthesis with one working memristor  (b) Synthesis with two Working Memristor [2].
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V. Proposed work

In our algorithm we used only two working memristors. It is denoted by WMI1 and WM2.This is most
advantage that its uses only two memristor. The present method used for the minimize the number of pulses with two
working memristor so in this method we can reduce the physical size and cost of the circuit. This algorithm provides
single output functions. '

In this paper we want to simplification of the our explanation so we used standard loglc and kmap but there
requirements only truth table internally and output need the graphical representation of ISD notation. So here we
make the some groups of the 1’s.

In this notation we use the imply gate and this method realizes the simple logic gates like NAND gate. We
select the largest group of 1°s. These literals should be all positive. The product implicant is uses the variable with the
product of literals. In this paper we used ternary logic. First we make a function in ternary with k-map function. We
select largest group of 17s. In this ternary logic we use the value as 0 is denoted by dases (-), 1 is denoted by 1 and 2
is denoted by 2 in ternary function f(A,B). So we select the largest group of 1’s in this function. Now select group the
1’s are replaced by dases (don’tcares) and add the original don’t cares with remaining 1’s in group form according
ternary logic. The maximum don’t cares appear map then it reduce the number of pulses and imply gates. If there are
no more find the largest group then we can add the inverter insert to the circuit and k-map be negated. When we use
the realization logic gates then we use inverters and NAND gates.

In the Figure 2 shows the K-map function f(A,B) which need realized with logic synthesis algorithm the
function f(A,B) is a trivial function.

In the Fig shows the k-map with the ternary logic function f(A,B). The k-map is applied accordin g to ternary
logic, which need realized with the logic synthesis aigorlthm The function f(A,B) is a trivial with ternary logic. This
function we use and explanation here.

We used here Terary logic based function f(A,B) and we designed this function according to Tcmary Logic
properties T = {0, 1, 2}. In figure 2 shown the need of Working Memristors are 2 WMs. The function is used based

on Implication Gate circuit.

A% 0 g AN D 12
0 - |1 1- 0y - I | -
T = - [T
JBER 2R I TR

Function f(A,B) > largest grouping
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0 - - ; L
- - 2 0 2

rl —u

J
fo—1

F(O=rl+B
Remainder function rl

Fig. 2. The Step 1* of function f shown with K-map

In the first step we find the largest group of 1°s and all the literals are positives and select this group from this
example. In first step we find B at last. It is most positive prime and no include other positive prime covering minterm
AB. '

B is also realized NAND gate and first we take the input B and passing WMI then we find B and again
passing another working memristor WM2 then the end of the step f(A,B) =rl+B.

We find the remainder function r1, which is shown in figure 2.

In this function we have seen after grouping there is no possible group. In this type of grouping we take
always MINTERM form and provide us positive primes so there grouping is possible but we select group according
positive primes and select the MINTERM. If we find negative primes then we take inversion of the remainder
function r1. So rl replace by r2 with NOT gate.

The end of the step we find the function f(A,B) =~ r2+B. This is inversionlof rl tor2.

In the inverter we used one imply gate it shown in figure 3.

A
AB 0 | B
o - . a
I - - 1 Or2 P l, .
221 - 12 'S 4

F()=rr2+B
Fig. 3 Inversion of r1 to r2

Now we take the again the largest grouping number of 1°s if there are not any group possible then combine
don’t care with 1°s and make new group because we need the positive primes so we make group again and select 2
row in figure 4 In this figure 4 shown there uses working memristor are 2 Working Memristors based circuits design.
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é“BOI:
g0 - w1
|:> i1 1 2 | s
22 - 12
A
B .
0 l-
VB 8
FO=A+B

Fig. 4 Final step of the synthesis design

We don’t have more 1’s in the K-map and also no remainder function, so we can say this is final step of
synthesis. Now the final function is
F(A,B) = —~A+B.
The figure 4 shows two layers with positive primes A and B. So we can say this method is provided better
result. Other method use takes all positive primes in a layer. So this is most important method to find"the positive -
primes. In the final step we count the pulses and initialize of the memristor its count automatically one pulse which

denoted by 0. If Memristor reused then it count one pulse.

1i2i3:i4

Ay i |
B — §1§ :
0 milmiit—iy
ol 08

Fig. 5. Pluses counts in ISD notation

In this Ternary logic we have apply imply sequence diagram notation (ISD) and count the pulses. So we have

4 pulses in this synthesis design with ternary logic. So'in the Figure 5 have counts the pluses.
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V1. Conclusion

In this paper we have used Imply Sequence Diagram (ISD) notation with two Working Memristor. This
presented method used for MEMRMIN 2WMs. The create approach an algorithm for minimize the number of pulses
for memristor based Ternary logic circuits. These circuits are low cost, size and required power also low. It count the
minimize pulses. It is provide better results than ESOP SOP for functions. Our method provided the improvement
solution in the Ternary Logic circuits. This method allow don’t cares. If the method have higher don’t cares then
result is better results. This method is better than other methods from [2,8,9,23] . This method also reduce the number
of working memristor but ternary logic circuit design become complex. At last final result is the number of pulsed be
reduce in the ternary logic and the realization Imply Gate with memristor in ternary logic design. This is first approach
in Ternary Logic Synthesis Design.

According to our current research based future work include as following (1) This method can be used for
multiple-valued logic. (2) The realization of the POS in Ternary logic Synthesis with working memristor. (3) Reduce
the number of pulses and Working Memristors in the bi-decomposition algorithm 8. Ternary logic Imply gate based

circuits in the Fuzzy Logic Design.
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